
    

Retrieval and Retrieval-Augmented Generation

September 25, 2025 at CMU Advanced NLP

Akari Asai
aasai@andrew.cmu.edu | akaria@allenai.org 

https://akariasai.github.io/ 

Slides adapted from 
ACL 2023 tutorial by Akari Asai, Sewon Min, Zexuan Zhong, Danqi Chen https://acl2023-retrieval-lm.github.io/

Advanced NLP Fall 2024 by Prof. Graham Neubig https://phontron.com/class/anlp-fall2024/ 

 

mailto:aasai@andrew.cmu.edu
mailto:akaria@allenai.org
https://akariasai.github.io/
https://acl2023-retrieval-lm.github.io/
https://phontron.com/class/anlp-fall2024/


Parametric LMs

2Introduction

Pre-training Data

LM θ



Parametric LMs

2Introduction

Pre-training Data

ChatGPT is developed 
by OpenAI 

LM θ



Parametric LMs

2Introduction

ChatGPT is developed by 
x1 x2 x3 x4

Pre-training Data

ChatGPT is developed 
by OpenAI 

LM θ



Parametric LMs

2Introduction

ChatGPT is developed by 
x1 x2 x3 x4

Pre-training Data

ChatGPT is developed 
by OpenAI 

LM θ



Parametric LMs

2Introduction

ChatGPT is developed by 
x1 x2 x3 x4

Pre-training Data

ChatGPT is developed 
by OpenAI 

LM θ



Parametric LMs

2Introduction

ChatGPT is developed by 
x1 x2 x3 x4

Pre-training Data

ChatGPT is developed 
by OpenAI 

LM θ
OpenAI 

…

0.52
0.31

0.13
0.03

Google 
Meta
IBM

pθ(x5 |x1, …, x4)



Parametric LMs

2Introduction

ChatGPT is developed by 
x1 x2 x3 x4

Pre-training Data

ChatGPT is developed 
by OpenAI 

LM θ
OpenAI 

…

0.52
0.31

0.13
0.03

Google 
Meta
IBM

pθ(x5 |x1, …, x4)



Parametric LMs

2Introduction

ChatGPT is developed by 
x1 x2 x3 x4

Pre-training Data

ChatGPT is developed 
by OpenAI 

LM θ
OpenAI 

…

0.52
0.31

0.13
0.03

Google 
Meta
IBM

pθ(x5 |x1, …, x4)



Limitations of Current LMs: Hallucinations 

3Mallen*, Asai* (contributed equally) et al. ACL 2023. When Not to Trust Language Models:  Investigating Effectiveness of Parametric and Non-Parametric Memories



Limitations of Current LMs: Hallucinations 

3

(ChatGPT4o, February 8, 2025)

Mallen*, Asai* (contributed equally) et al. ACL 2023. When Not to Trust Language Models:  Investigating Effectiveness of Parametric and Non-Parametric Memories



Limitations of Current LMs: Hallucinations 

3

(ChatGPT4o, February 8, 2025)

Mallen*, Asai* (contributed equally) et al. ACL 2023. When Not to Trust Language Models:  Investigating Effectiveness of Parametric and Non-Parametric Memories



Limitations of Current LMs: Hallucinations 

3

(ChatGPT4o, February 8, 2025)

Mallen*, Asai* (contributed equally) et al. ACL 2023. When Not to Trust Language Models:  Investigating Effectiveness of Parametric and Non-Parametric Memories



Limitations of Current LMs: Hallucinations 

3

(ChatGPT4o, February 8, 2025)

Not my paper 

Mallen*, Asai* (contributed equally) et al. ACL 2023. When Not to Trust Language Models:  Investigating Effectiveness of Parametric and Non-Parametric Memories



Limitations of Current LMs: Hallucinations 

3

(ChatGPT4o, February 8, 2025)

Not my paper 
NAACL 2022

Mallen*, Asai* (contributed equally) et al. ACL 2023. When Not to Trust Language Models:  Investigating Effectiveness of Parametric and Non-Parametric Memories



Limitations of Current LMs: Hallucinations 

3

(ChatGPT4o, February 8, 2025)

Not my paper 

Venue is wrong 

NAACL 2022

Mallen*, Asai* (contributed equally) et al. ACL 2023. When Not to Trust Language Models:  Investigating Effectiveness of Parametric and Non-Parametric Memories



Limitations of Current LMs: Hallucinations 

3

(ChatGPT4o, February 8, 2025)

Not my paper 

Venue is wrong 

NAACL 2022

Mallen*, Asai* (contributed equally) et al. ACL 2023. When Not to Trust Language Models:  Investigating Effectiveness of Parametric and Non-Parametric Memories



Limitations of Current LMs: Hallucinations 

3

(ChatGPT4o, February 8, 2025)

Not my paper 

Venue is wrong 

NAACL 2022

LMs struggle in long-tail knowledge 
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Who is Akari Asai? 

LMLM

Ph.D. student at UW

Akari Asai is a Ph.D. student in the Paul G. 
Allen School of Computer Science at 
University of Washington

Reduces hallucinations



Retrieval-Augmented LMs: Intuition

6Introduction

Who developed GPT4o?

Based on general knowledge, there is no 
widely recognized AI model or term 

specifically called “GPT4o." 

collected by 
2023/12

collected by 
2023/12

collected by 
2023/12

Kasai, … Asai et al. NeurIPS D&B 2023. RealTime QA: What's the Answer Right Now?



Retrieval-Augmented LMs: Intuition

6Introduction

Who developed GPT4o?

Based on general knowledge, there is no 
widely recognized AI model or term 

specifically called “GPT4o." 

collected by 
2023/12

collected by 
2023/12

collected by 
2023/12

Kasai, … Asai et al. NeurIPS D&B 2023. RealTime QA: What's the Answer Right Now?



Retrieval-Augmented LMs: Intuition

6Introduction

Who developed GPT4o?

Based on general knowledge, there is no 
widely recognized AI model or term 

specifically called “GPT4o." 

collected by 
2023/12

collected by 
2023/12

collected by 
2023/12

Kasai, … Asai et al. NeurIPS D&B 2023. RealTime QA: What's the Answer Right Now?



Retrieval-Augmented LMs: Intuition

6Introduction

Who developed GPT4o?

Based on general knowledge, there is no 
widely recognized AI model or term 

specifically called “GPT4o." 

collected by 
2023/12

collected by 
2023/12

collected by 
2023/12

Kasai, … Asai et al. NeurIPS D&B 2023. RealTime QA: What's the Answer Right Now?



Retrieval-Augmented LMs: Intuition

6Introduction

Who developed GPT4o?

Based on general knowledge, there is no 
widely recognized AI model or term 

specifically called “GPT4o." 

collected by 
2023/12

collected by 
2023/12

collected by 
2023/12

Who developed GPT4o?

Kasai, … Asai et al. NeurIPS D&B 2023. RealTime QA: What's the Answer Right Now?



Retrieval-Augmented LMs: Intuition

6Introduction

Who developed GPT4o?

Based on general knowledge, there is no 
widely recognized AI model or term 

specifically called “GPT4o." 

collected by 
2023/12

collected by 
2023/12

collected by 
2023/12

Who developed GPT4o?

GPT-4o is an Multilingual and Multimodal 
transformer-based model developed by 
OpenAI and released in May 2024. 

Updated by 
2024/01

Kasai, … Asai et al. NeurIPS D&B 2023. RealTime QA: What's the Answer Right Now?



Retrieval-Augmented LMs: Intuition

6Introduction

Who developed GPT4o?

Based on general knowledge, there is no 
widely recognized AI model or term 

specifically called “GPT4o." 

collected by 
2023/12

collected by 
2023/12

collected by 
2023/12

Who developed GPT4o?

GPT4o is a new model released by 
OpenAI in May 2024. 

GPT-4o is an Multilingual and Multimodal 
transformer-based model developed by 
OpenAI and released in May 2024. 

Updated by 
2024/01

Kasai, … Asai et al. NeurIPS D&B 2023. RealTime QA: What's the Answer Right Now?



Retrieval-Augmented LMs: Intuition

6Introduction

Who developed GPT4o?

Based on general knowledge, there is no 
widely recognized AI model or term 

specifically called “GPT4o." 

collected by 
2023/12

collected by 
2023/12

collected by 
2023/12

Who developed GPT4o?

GPT4o is a new model released by 
OpenAI in May 2024. 

GPT-4o is an Multilingual and Multimodal 
transformer-based model developed by 
OpenAI and released in May 2024. 

Updated by 
2024/01

Kasai, … Asai et al. NeurIPS D&B 2023. RealTime QA: What's the Answer Right Now?



Retrieval-Augmented LMs: Intuition

6Introduction

Who developed GPT4o?

Based on general knowledge, there is no 
widely recognized AI model or term 

specifically called “GPT4o." 

collected by 
2023/12

collected by 
2023/12

collected by 
2023/12

Who developed GPT4o?

GPT4o is a new model released by 
OpenAI in May 2024. 

GPT-4o is an Multilingual and Multimodal 
transformer-based model developed by 
OpenAI and released in May 2024. 

Updated by 
2024/01

Update knowledge w/o retraining 

Kasai, … Asai et al. NeurIPS D&B 2023. RealTime QA: What's the Answer Right Now?



Retrieval-Augmented LMs: Intuition

6Introduction

Who developed GPT4o?
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2023/12
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2023/12

collected by 
2023/12

Who developed GPT4o?

GPT4o is a new model released by 
OpenAI in May 2024. 

GPT-4o is an Multilingual and Multimodal 
transformer-based model developed by 
OpenAI and released in May 2024. 

Updated by 
2024/01

Update knowledge w/o retraining 

Improve verifiability 

Kasai, … Asai et al. NeurIPS D&B 2023. RealTime QA: What's the Answer Right Now?
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At Databricks 60% of LLM applications use some 
form of retrieval-augmented generation (RAG)

https://arxiv.org/pdf/2005.11401.pdf
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Common architectures 

Recent progress in RAG  
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19Part 1: Datastore 

Chunking

GPT-4o is a pre-trained transformer 
developed by OpenAI.

Transformers is a series of science fiction 
action films based on the Transformers 
franchise.

GPT4o was released by OpenAI in May 2024. 

@I$O@

Paragraph-level (e.g., \n)
Every k words (e.g., 100-250)

Post-processing

GPT-4o is a pre-trained transformer 
developed by OpenAI.

Transformers is a series of science fiction 
action films based on the Transformers 
franchise.

GPT4o was released by OpenAI in May 2024. 

e.g., Remove short documents  

Curate and  
preprocess data 

e.g., HTML -> Plain text 

Shao, He, Asai et al. NeurIPS 2024.  Scaling Retrieval-based Language Models with a Trillion-token Datastore 
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LM Datastore Retriever 

D
 OpenAIy :

Sources of datastore 

Processing

Scaling

• Choosing the right datastore is important  
• Chunking and filtering strategies are important  
• Scaling datastores offer performance gain while 

adding technical challenges 
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based embeddings  

• Training is not required

Dense retrievers

e.g., DPR, Contriever, ColBERT 

• Sim: dense embeddings 
encoded by pre-trained LMs  

• Training is needed*

Rerankers

• Sim: Scores based on jointly 
encoded query and doc 

• Training is needed*

e.g., cross-encoder reranker 

D ∈ TopkSim( ⋅ |x)
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Count the number of appearances in a doc



25Part 2: Retriever 

Sparse Retrievers: Computing Weighted Term Scores

TF(t, d) =
freq(t, d)

∑
t′
freq(t′, d)

IDF(t) = log

(

|D|
∑

d′∈D
δ(freq(t, d′) > 0)

)

TF-IDF(t, d) = TF(t, d)× IDF(t)

BM-25(t, d) = IDF(t) ·
freq(t, d) · (k1 + 1)

freq(t, d) + k1 ·
(

1− b+ b ·
|d|

avgdl

)

Robertson et al. 2009.  The Probabilistic Relevance Framework: BM25 and Beyond. 
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(
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d1 = what is life ? 
candy is life !

t1 = what

Robertson et al. 2009.  The Probabilistic Relevance Framework: BM25 and Beyond. 
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∑
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(
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)
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t1 = what
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“Bag-of-words” q*d1 = 0.44 q*d2 = 0.21 q*d3 = 0.32
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Computing TF-IDF Matrices: Weighted-term Vectors

28Part 2: Retriever 

“Bag-of-words”

Can’t fully capture semantic similarities 

q*d1 = 0.44 q*d2 = 0.21 q*d3 = 0.32
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Dense Retrievers: Overview 

29Part 2: Retriever 

Encoder

Encoder

Encoder

z = Encoder(z)Team USA celebrated 
after winning its match 

against Iran …

In 2022, the 32 national 
teams involved in the 

tournament.

FIFA World Cup 2026 
will expand to 48 teams.

Encoder

x = Encoder(x)

z1, . . . , zk = argTop-k (x ⋅ z)
k retrieved chunks

How many teams will participate in FIFA World Cup 2026?x =



Dense Retrievers: Generating Embeddings

30Part 2: Retriever 
Reimers et al. EMNLP 2019.  Sentence-BERT: Sentence Embeddings using Siamese BERT-Networks.  

Karpukhin et al. EMNLP 2020.  Dense Passage Retrieval for Open-Domain Question Answering. 

• Use output of [CLS] token  
in masked LMs ℝd

e.g., DPR

Muennighoff. 2022.  SGPT: GPT Sentence Embeddings for Semantic Search.



Dense Retrievers: Generating Embeddings

30Part 2: Retriever 
Reimers et al. EMNLP 2019.  Sentence-BERT: Sentence Embeddings using Siamese BERT-Networks.  

Karpukhin et al. EMNLP 2020.  Dense Passage Retrieval for Open-Domain Question Answering. 

• Use output of [CLS] token  
in masked LMs ℝd

e.g., DPR

• Mean / Max pooling of output vectors  

ℝN×d
e.g., SBERT, SGPT

Muennighoff. 2022.  SGPT: GPT Sentence Embeddings for Semantic Search.



Fast Nearest Neighbor Search
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https://github.com/facebookresearch/faiss/wiki 
https://speakerdeck.com/matsui_528/cvpr20-tutorial-
billion-scale-approximate-nearest-neighbor-search  (CVPR 
2020 Tutorial) 

https://github.com/facebookresearch/faiss/wiki
https://speakerdeck.com/matsui_528/cvpr20-tutorial-billion-scale-approximate-nearest-neighbor-search
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Fast Nearest Neighbor Search

31Part 2: Retriever 

https://github.com/facebookresearch/faiss/wiki 
https://speakerdeck.com/matsui_528/cvpr20-tutorial-
billion-scale-approximate-nearest-neighbor-search  (CVPR 
2020 Tutorial) 

Exact search (still fast for 10^6~10^7 scale) 

Approximate search (faster but more memory) 

Reduce index size with quantization

https://github.com/facebookresearch/faiss/wiki
https://speakerdeck.com/matsui_528/cvpr20-tutorial-billion-scale-approximate-nearest-neighbor-search
https://speakerdeck.com/matsui_528/cvpr20-tutorial-billion-scale-approximate-nearest-neighbor-search
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Training Dense Retriever

33Part 2: Retriever 

What is the 
name of 

Spain's most 
famous soccer 

team?

L(q, p+, p−
1 , p−

2 , …, p−
n )

= − log
exp(sim(q, p+))

exp(sim(q, p+)) + ∑n
j=1 exp(sim(q, p−

j ))

q1

p+
2

Training batch
positive

negatives

Who founded 
Apple?

…It was incorporated 
by Jobs and Wozniak 
as Apple Computer, 
Inc. in 1977. …

p+
1

q2
12-year-old Spanish 
football club Real 
Madrid is undoubtedly 
the best football club 
Spain has ever…

p+
2

Who was the 
first ministry 

head of state in 
Nigeria?

qn
Thomas Umunnakwe 
Aguiyi-Ironsi seized 
power during the 
ensuing chaos after 
the 15 January …

p+
n

… …

Karpukhin et al. EMNLP 2020.  Dense Passage Retrieval for Open-Domain Question Answering. 

In-batch negatives 

Hard negative retrieved by the same / another model 



In 1997, Apple merged with NeXT, and 
Steve Jobs became CEO of his former 
company. He became the saviour of his 

Unsupervised Training

34Part 2: Retriever 

Independent Cropping

Positives

Apple merged with NeXT

Steve Jobs became CEO of

Unsupervised dense retrieval model!

Izacard et al. TMLR 2022. Unsupervised Dense Information Retrieval with Contrastive Learning.



Instruction Tuning for Retriever 

35Part 2: Retriever Asai et al. Findings of ACL 2023. Task-aware Retrieval with Instructions.
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Reranking with Cross-encoder

36Part 2: Retriever 

Bi-Encoder

FIFA World Cup 2026 
will expand to 48 teams.

Encoder

How many teams will 
participate in FIFA 
World CUP 2026?

Encoder

Cross-Encoder

0.9

Encoder

Classifier  

FIFA World Cup 2026 
will expand to 48 teams.

How many teams will 
participate in FIFA World Cup 

2026?

Shallow instructions 



Evaluation Metrics for Retriever

37Part 2: Retriever Manning et al. 2009.  An Introduction to Information Retrieval. 
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Evaluation Metrics for Retriever

37Part 2: Retriever Manning et al. 2009.  An Introduction to Information Retrieval. 

Evaluation of unranked retrieval sets

Evaluation of ranked retrieval sets

nDCG@10 is widely used (e.g., BEIR) 
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Thakur et al. 2021.  NeurIPS D&B. BEIR: A Heterogenous Benchmark for Zero-shot Evaluation of Information Retrieval Models. 
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BEIR Results

39Part 2: Retriever Thakur et al. 2021.  NeurIPS D&B. BEIR: A Heterogenous Benchmark for Zero-shot Evaluation of Information Retrieval Models. 

Izacard et al. TMLR 2022. Unsupervised Dense Information Retrieval with Contrastive Learning.

Contriever

Adding CE (cross-encoder) helps 

Dense retrievers could struggle 
in OOD

Unsupervised training helps in 
OOD 
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https://huggingface.co/spaces/mteb/leaderboard
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Summary of Part 2

43Part 2: Retriever 

 Which company developed GPT4o?x :

LM Datastore Retriever 

D
 OpenAIy :

Types of retrievers 

Training

Evaluations 

• Different types of retrievers  
• Training with contrastive loss  
• Common metrics: NDCG@10, Recall … etc  
• Performance v.s. cost trade off 



Today’s Outline

44Part 3: LMs and Pipeline

 Which company developed GPT4o?x :

LM Datastore Retriever 

D
 OpenAIy :

Common architectures 

Recent progress  
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How to Use Retrieval 

48Part 3: LMs and Pipeline

Input Augmentation Intermediate Fusion Output Interpolation

e.g.,  RAG e.g., RETRO, InstructRETRO

• Augment input of LMs 
• Easy to apply (w/o training) 

& effective  
• Difficulty of using many D

• Modify LMs to incorporate D 
in intermediate layers  

• Scalable to many passages  
• Requires retraining

• Directly manipulate output 
token distributions  

• No training required* 
• Limited effectiveness on tasks 

e.g., kNNLM

LM

Input

LM

Input
LM

Output
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Input Augmentation Intermediate Fusion Output Interpolation

e.g.,  RAG e.g., RETRO, InstructRETRO

• Augment input of LMs 
• Easy to apply (w/o training) 

& effective  
• Difficulty of using many D

• Modify LMs to incorporate D 
in intermediate layers  

• Scalable to many passages  
• Requires retraining

• Directly manipulate output 
token distributions  

• No training required* 
• Limited effectiveness on tasks 

e.g., kNNLM

LM

Input

LM

Input
LM

Output



Retrieval-Augmented Generation (Lewis et al., 2020) 

50Part 3: LMs and Pipeline

LM 

D

 Which company developed GPT4o?x :

Datastore Retriever 

0.1

GPT-4o is a pre-trained transformer 
developed by OpenAI.

GPT4o was released by OpenAI in May 2024. 

0.9

0.8

D ∈ TopkSim( ⋅ |x)

Transformers is a series of science fiction 
action films based on the Transformers 
franchise.

Lewis et al.  2020. Retrieval-Augmented Generation for Knowledge-intensive NLP Tasks. 
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50Part 3: LMs and Pipeline

Question: Which company developed 
GPT4o?  
References:  


LM 

D

 Which company developed GPT4o?x :

GPT-4o is a pre-trained transformer 
developed by OpenAI.

GPT4o was released by OpenAI in May 2024. 

 OpenAIy :

Lewis et al.  2020. Retrieval-Augmented Generation for Knowledge-intensive NLP Tasks. 
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Training RAG

51Part 3: LMs and Pipeline

Independent training
• DPR (Karpukhin et al., 2020)

• DRQA (Chen et al., 2017)

Sequential training

• REPLUG (Shi et al., 2023)

• Evidentiality Generator (Asai et al., 2023)

Joint training 
• RAG (Lewis et al., 2021)

• REALM (Guu et al., 2021)



52

End-to-end training for RAG

pRAG ≈ ∏
i

∑
z∈top−k(p(·|x))

pη(z |x)pθ(yi |x, z, y1:i−1)
Retriever score Generator score 

∑
j

− log pRAG(yj |xj) Minimize NLL as in normal generation training 

Update retriever encoder 
and generator 

Lewis et al.  2020. Retrieval-Augmented Generation for Knowledge-intensive NLP Tasks. Part 3: LMs and Pipeline



Training RAG

53Part 3: LMs and Pipeline

Independent training
• DPR (Karpukhin et al., 2020)

• DRQA (Chen et al., 2017)

Sequential training

• REPLUG (Shi et al., 2023)

• Evidentiality Generator (Asai et al., 2023)

Joint training (async update) 
• RAG (Lewis et al., 2021)

• REALM (Guu et al., 2021)

Now people often combine retrieval with off-the-shelf LMs

Widely referred to as RAG



Effectiveness of Simple RAG

54Part 3: LMs and Pipeline
Mallen*, Asai* (contributed equally) et al. ACL 2023. When Not to Trust Language Models: 

Investigating Effectiveness of Parametric and Non-Parametric Memories

Ac
cu
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cy
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Rare Neutral Popular

GPT3 GPT3 + Retrieval

RAG constantly gives performance improvements esp. in long-tail 
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Mallen*, Asai* (contributed equally) et al. ACL 2023. When Not to Trust Language Models: 

Investigating Effectiveness of Parametric and Non-Parametric Memories
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GPT3 GPT3 + Retrieval
Who is Sam Altman?

He is a founding father of the US

Samuel Adams (Sam Adams) was an 
American statesman, political philosopher 
and a founding father of US. 

LMs are easily distracted by unhelpful context Unnecessary retrieval
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Limitations of Simple RAG

56Part 3: LMs and Pipeline

Liu et al.  Findings of EMNLP 2023. Evaluating Verifiability in Generative Search Engines

Jin et al.  RAGCache: Efficient Knowledge Caching For Retrieval-Augmented Generation

Outputs aren’t often 
supported by citations 

Increased latency to encode 
much longer context

Vanilla RAG 



Self-RAG: Learn to Retrieve and Critique

57Part 3: LMs and Pipeline Asai et al.  ICLR 2024. Self-RAG: Learning to Retrieve, Generate and Critique through Self-Reflections 

LMs aren’t trained with retrieval 

Fixed two-stage pipeline



Self-RAG: Learn to Retrieve and Critique

57Part 3: LMs and Pipeline Asai et al.  ICLR 2024. Self-RAG: Learning to Retrieve, Generate and Critique through Self-Reflections 



Self-RAG: Learn to Retrieve and Critique

57Part 3: LMs and Pipeline Asai et al.  ICLR 2024. Self-RAG: Learning to Retrieve, Generate and Critique through Self-Reflections 

Input



Self-RAG: Learn to Retrieve and Critique

57Part 3: LMs and Pipeline Asai et al.  ICLR 2024. Self-RAG: Learning to Retrieve, Generate and Critique through Self-Reflections 

Input



Self-RAG: Learn to Retrieve and Critique

57Part 3: LMs and Pipeline Asai et al.  ICLR 2024. Self-RAG: Learning to Retrieve, Generate and Critique through Self-Reflections 

Is retrieval needed?

Input



Self-RAG: Learn to Retrieve and Critique

57Part 3: LMs and Pipeline Asai et al.  ICLR 2024. Self-RAG: Learning to Retrieve, Generate and Critique through Self-Reflections 

Is retrieval needed?

No

Input



Self-RAG: Learn to Retrieve and Critique

57Part 3: LMs and Pipeline Asai et al.  ICLR 2024. Self-RAG: Learning to Retrieve, Generate and Critique through Self-Reflections 

Is retrieval needed?

No

Input

Output



Self-RAG: Learn to Retrieve and Critique

57Part 3: LMs and Pipeline Asai et al.  ICLR 2024. Self-RAG: Learning to Retrieve, Generate and Critique through Self-Reflections 

Is retrieval needed?

Input

Output



Self-RAG: Learn to Retrieve and Critique

57Part 3: LMs and Pipeline Asai et al.  ICLR 2024. Self-RAG: Learning to Retrieve, Generate and Critique through Self-Reflections 

Is retrieval needed?

Input



Self-RAG: Learn to Retrieve and Critique

57Part 3: LMs and Pipeline Asai et al.  ICLR 2024. Self-RAG: Learning to Retrieve, Generate and Critique through Self-Reflections 

Is retrieval needed?

Input

Yes



Self-RAG: Learn to Retrieve and Critique

57Part 3: LMs and Pipeline Asai et al.  ICLR 2024. Self-RAG: Learning to Retrieve, Generate and Critique through Self-Reflections 

Is retrieval needed?

Input

Yes



Self-RAG: Learn to Retrieve and Critique

57Part 3: LMs and Pipeline Asai et al.  ICLR 2024. Self-RAG: Learning to Retrieve, Generate and Critique through Self-Reflections 

Is retrieval needed?

Input

Yes



Self-RAG: Learn to Retrieve and Critique

57Part 3: LMs and Pipeline Asai et al.  ICLR 2024. Self-RAG: Learning to Retrieve, Generate and Critique through Self-Reflections 

Is retrieval needed?

Input

Yes



Self-RAG: Learn to Retrieve and Critique

57Part 3: LMs and Pipeline Asai et al.  ICLR 2024. Self-RAG: Learning to Retrieve, Generate and Critique through Self-Reflections 

Is retrieval needed?

Input

Yes

Are documents relevant? 



Self-RAG: Learn to Retrieve and Critique

57Part 3: LMs and Pipeline Asai et al.  ICLR 2024. Self-RAG: Learning to Retrieve, Generate and Critique through Self-Reflections 

Is retrieval needed?

Input

Yes

Are documents relevant? 



Self-RAG: Learn to Retrieve and Critique

57Part 3: LMs and Pipeline Asai et al.  ICLR 2024. Self-RAG: Learning to Retrieve, Generate and Critique through Self-Reflections 

Is retrieval needed?

Input

Yes

Are documents relevant? 

Output



Self-RAG: Learn to Retrieve and Critique

57Part 3: LMs and Pipeline Asai et al.  ICLR 2024. Self-RAG: Learning to Retrieve, Generate and Critique through Self-Reflections 

Is retrieval needed?

Input

Yes

Are documents relevant? 

Output



Self-RAG: Learn to Retrieve and Critique

57Part 3: LMs and Pipeline Asai et al.  ICLR 2024. Self-RAG: Learning to Retrieve, Generate and Critique through Self-Reflections 

Is retrieval needed?

Input

Yes

Are documents relevant? 

Is generation supported? 

Output



Self-RAG: Learn to Retrieve and Critique

57Part 3: LMs and Pipeline Asai et al.  ICLR 2024. Self-RAG: Learning to Retrieve, Generate and Critique through Self-Reflections 

Is retrieval needed?

Input

Yes

Are documents relevant? 

Is generation supported? 

Output



Self-RAG: Learn to Retrieve and Critique

58Part 3: LMs and Pipeline Asai et al.  ICLR 2024. Self-RAG: Learning to Retrieve, Generate and Critique through Self-Reflections 

Is retrieval needed?

No

Input

Output

Yes

Are documents relevant? 

Is generation supported? 

Output



Self-RAG: Learn to Retrieve and Critique

58Part 3: LMs and Pipeline Asai et al.  ICLR 2024. Self-RAG: Learning to Retrieve, Generate and Critique through Self-Reflections 

Is retrieval needed?

No

Input

Output

Yes

Are documents relevant? 

Is generation supported? 

Output

No retrievalRetrieval



Self-RAG: Learn to Retrieve and Critique

58Part 3: LMs and Pipeline Asai et al.  ICLR 2024. Self-RAG: Learning to Retrieve, Generate and Critique through Self-Reflections 

Is retrieval needed?

No

Input

Output

Yes

Are documents relevant? 

Is generation supported? 

Output

No retrievalRetrieval

Reflection tokens



Self-RAG: Learn to Retrieve and Critique

58Part 3: LMs and Pipeline Asai et al.  ICLR 2024. Self-RAG: Learning to Retrieve, Generate and Critique through Self-Reflections 

Is retrieval needed?

No

Input

Output

Yes

Are documents relevant? 

Is generation supported? 

Output

No retrievalRetrieval

Relevant

Reflection tokens



Self-RAG: Learn to Retrieve and Critique

58Part 3: LMs and Pipeline Asai et al.  ICLR 2024. Self-RAG: Learning to Retrieve, Generate and Critique through Self-Reflections 

Is retrieval needed?

No

Input

Output

Yes

Are documents relevant? 

Is generation supported? 

Output

No retrievalRetrieval

Relevant

fully supported

Reflection tokens



59

Suggest papers showing LLMs' effectiveness helping scientist to synthesize 
scientific literature Input

Sentence 1

Self-RAG: Learn to Retrieve and Critique

Asai et al.  ICLR 2024. Self-RAG: Learning to Retrieve, Generate and Critique through Self-Reflections Part 3: LMs and Pipeline



59

Certainly! 

Suggest papers showing LLMs' effectiveness helping scientist to synthesize 
scientific literature Input

Sentence 1

Self-RAG: Learn to Retrieve and Critique

Asai et al.  ICLR 2024. Self-RAG: Learning to Retrieve, Generate and Critique through Self-Reflections Part 3: LMs and Pipeline



59

RetrievalCertainly! 

Suggest papers showing LLMs' effectiveness helping scientist to synthesize 
scientific literature Input

Sentence 1

Self-RAG: Learn to Retrieve and Critique

Asai et al.  ICLR 2024. Self-RAG: Learning to Retrieve, Generate and Critique through Self-Reflections Part 3: LMs and Pipeline



59

RetrievalCertainly! 

Suggest papers showing LLMs' effectiveness helping scientist to synthesize 
scientific literature Input

Sentence 1

Self-RAG: Learn to Retrieve and Critique

Asai et al.  ICLR 2024. Self-RAG: Learning to Retrieve, Generate and Critique through Self-Reflections Part 3: LMs and Pipeline



59

RetrievalCertainly! 

Suggest papers showing LLMs' effectiveness helping scientist to synthesize 
scientific literature Input

LLMs have been used in industry 
widely, such as chatbot system 

OpenScholar is a retrieval-augmented 
LM designed to synthesize literature

GPT4o has shown to be effective to 
generate new research ideas. 

Sentence 1

Self-RAG: Learn to Retrieve and Critique

Asai et al.  ICLR 2024. Self-RAG: Learning to Retrieve, Generate and Critique through Self-Reflections Part 3: LMs and Pipeline



59

RetrievalCertainly! 

Suggest papers showing LLMs' effectiveness helping scientist to synthesize 
scientific literature Input

LLMs have been used in industry 
widely, such as chatbot system 

OpenScholar is a retrieval-augmented 
LM designed to synthesize literature

GPT4o has shown to be effective to 
generate new research ideas. 

Sentence 2{
Sentence 1

Self-RAG: Learn to Retrieve and Critique

Asai et al.  ICLR 2024. Self-RAG: Learning to Retrieve, Generate and Critique through Self-Reflections Part 3: LMs and Pipeline



59

RetrievalCertainly! 

Suggest papers showing LLMs' effectiveness helping scientist to synthesize 
scientific literature Input

LLMs have been used in industry 
widely, such as chatbot system 

OpenScholar is a retrieval-augmented 
LM designed to synthesize literature

GPT4o has shown to be effective to 
generate new research ideas. 

Sentence 2{
Sentence 1

Irrelevant

Relevant

Relevant

Self-RAG: Learn to Retrieve and Critique

Asai et al.  ICLR 2024. Self-RAG: Learning to Retrieve, Generate and Critique through Self-Reflections Part 3: LMs and Pipeline



59

RetrievalCertainly! 

Suggest papers showing LLMs' effectiveness helping scientist to synthesize 
scientific literature Input

LLMs have been used in industry 
widely, such as chatbot system 

OpenScholar is a retrieval-augmented 
LM designed to synthesize literature

GPT4o has shown to be effective to 
generate new research ideas. 

LLMs have been widely used in science.
Sentence 2{
Sentence 1

Irrelevant

Relevant

Relevant

Self-RAG: Learn to Retrieve and Critique

Asai et al.  ICLR 2024. Self-RAG: Learning to Retrieve, Generate and Critique through Self-Reflections Part 3: LMs and Pipeline



60

Sentence 1 RetrievalCertainly! 

Sentence 2
LLMs have been used in industry 
widely, such as chatbot system 

Irrelevant LLMs have been widely used in science.{
Suggest papers showing LLMs' effectiveness helping scientist to synthesize 
scientific literature Input

OpenScholar is a retrieval-augmented 
LM designed to synthesize literature

GPT4o has shown to be effective to 
generate new research ideas. 

Relevant

Relevant

Self-RAG: Learn to Retrieve and Critique

Asai et al.  ICLR 2024. Self-RAG: Learning to Retrieve, Generate and Critique through Self-Reflections Part 3: LMs and Pipeline



60

Sentence 1 RetrievalCertainly! 

Sentence 2{
Suggest papers showing LLMs' effectiveness helping scientist to synthesize 
scientific literature Input

OpenScholar is a retrieval-augmented 
LM designed to synthesize literature

GPT4o has shown to be effective to 
generate new research ideas. 

Relevant

Relevant

Self-RAG: Learn to Retrieve and Critique

Asai et al.  ICLR 2024. Self-RAG: Learning to Retrieve, Generate and Critique through Self-Reflections Part 3: LMs and Pipeline



60

Sentence 1 RetrievalCertainly! 

Sentence 2{
Suggest papers showing LLMs' effectiveness helping scientist to synthesize 
scientific literature Input

OpenScholar is a retrieval-augmented 
LM designed to synthesize literature

GPT4o has shown to be effective to 
generate new research ideas. 

Relevant

Relevant

Self-RAG: Learn to Retrieve and Critique

Asai et al.  ICLR 2024. Self-RAG: Learning to Retrieve, Generate and Critique through Self-Reflections Part 3: LMs and Pipeline



61

RetrievalCertainly! 

Sentence 2
OpenScholar is a retrieval-augmented 
LM designed to synthesize literature

GPT4o has shown to be effective to 
generate new research ideas. 

{
Sentence 1

Relevant

Relevant

Suggest papers showing LLMs' effectiveness helping scientist to synthesize 
scientific literature Input

Self-RAG: Learn to Retrieve and Critique

Asai et al.  ICLR 2024. Self-RAG: Learning to Retrieve, Generate and Critique through Self-Reflections Part 3: LMs and Pipeline



61

RetrievalCertainly! 

Sentence 2
OpenScholar is a retrieval-augmented 
LM designed to synthesize literature

GPT4o has shown to be effective to 
generate new research ideas. 

{
Sentence 1

Relevant          OpenScholar is an LM for 

literature synthesis. 

Relevant

Suggest papers showing LLMs' effectiveness helping scientist to synthesize 
scientific literature Input

Self-RAG: Learn to Retrieve and Critique

Asai et al.  ICLR 2024. Self-RAG: Learning to Retrieve, Generate and Critique through Self-Reflections Part 3: LMs and Pipeline



61

RetrievalCertainly! 

Sentence 2
OpenScholar is a retrieval-augmented 
LM designed to synthesize literature

GPT4o has shown to be effective to 
generate new research ideas. 

{
Sentence 1

Relevant          OpenScholar is an LM for 

literature synthesis. 

Relevant          Studies show GPT4o can help 

scientists for idea generations and  

literature synthesis.

Suggest papers showing LLMs' effectiveness helping scientist to synthesize 
scientific literature Input

Self-RAG: Learn to Retrieve and Critique

Asai et al.  ICLR 2024. Self-RAG: Learning to Retrieve, Generate and Critique through Self-Reflections Part 3: LMs and Pipeline



62

RetrievalCertainly! 

Sentence 2
OpenScholar is a retrieval-augmented 
LM designed to synthesize literature

GPT4o has shown to be effective to 
generate new research ideas. 

{
Sentence 1

Relevant          OpenScholar is an LM for 

literature synthesis. 

Relevant          Studies show GPT4o can help 

scientists for idea generations and  

literature synthesis.

fully supported

Partially supported 

Suggest papers showing LLMs' effectiveness helping scientist to synthesize 
scientific literature Input

Self-RAG: Learn to Retrieve and Critique

Asai et al.  ICLR 2024. Self-RAG: Learning to Retrieve, Generate and Critique through Self-Reflections Part 3: LMs and Pipeline



63

RetrievalCertainly! 

Sentence 2

Sentence 1

Relevant          OpenScholar is an LM for 

literature synthesis. fully supported
0.9{ Relevant          Studies show GPT4o can help 

scientists for idea generations and  

literature synthesis. Partially supported 
0.5

Suggest papers showing LLMs' effectiveness helping scientist to synthesize 
scientific literature Input

Self-RAG: Learn to Retrieve and Critique

Asai et al.  ICLR 2024. Self-RAG: Learning to Retrieve, Generate and Critique through Self-Reflections Part 3: LMs and Pipeline



63

RetrievalCertainly! 

Sentence 2

Sentence 1

Relevant          OpenScholar is an LM for 

literature synthesis. fully supported

Suggest papers showing LLMs' effectiveness helping scientist to synthesize 
scientific literature Input

Self-RAG: Learn to Retrieve and Critique

Asai et al.  ICLR 2024. Self-RAG: Learning to Retrieve, Generate and Critique through Self-Reflections Part 3: LMs and Pipeline



63

RetrievalCertainly! 

Sentence 2

Sentence 1

Relevant          OpenScholar is an LM for 

literature synthesis. fully supported

Sentence 3

Suggest papers showing LLMs' effectiveness helping scientist to synthesize 
scientific literature Input

Self-RAG: Learn to Retrieve and Critique

Asai et al.  ICLR 2024. Self-RAG: Learning to Retrieve, Generate and Critique through Self-Reflections Part 3: LMs and Pipeline



63

RetrievalCertainly! 

Sentence 2

Sentence 1

Relevant          OpenScholar is an LM for 

literature synthesis. fully supported

OpenScholar uses retrieval-augmented 

approaches. 

Sentence 3

Suggest papers showing LLMs' effectiveness helping scientist to synthesize 
scientific literature Input

Self-RAG: Learn to Retrieve and Critique

Asai et al.  ICLR 2024. Self-RAG: Learning to Retrieve, Generate and Critique through Self-Reflections Part 3: LMs and Pipeline



63

RetrievalCertainly! 

Sentence 2

Sentence 1

Relevant          OpenScholar is an LM for 

literature synthesis. fully supported

OpenScholar uses retrieval-augmented 

approaches. 

Sentence 3

fully supported

Suggest papers showing LLMs' effectiveness helping scientist to synthesize 
scientific literature Input

Self-RAG: Learn to Retrieve and Critique

Asai et al.  ICLR 2024. Self-RAG: Learning to Retrieve, Generate and Critique through Self-Reflections Part 3: LMs and Pipeline



Tool-Augmented LMs

64

Use search as needed via API calls

Schick et al. 2023. Toolformer: Language Models Can Teach Themselves to Use Tools. Part 3: LMs and Pipeline
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Use search as needed via API calls

Schick et al. 2023. Toolformer: Language Models Can Teach Themselves to Use Tools. 

Can be flexibly extended to other tools

Part 3: LMs and Pipeline
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Deep Research: Coupling Reasoning LM with Search

Li et al. 2025. WebThinker: Empowering Large Reasoning Models with Deep Research Capacity

Teach reasoning LMs to plan and 
search via SFT / RL 

Part 3: LMs and Pipeline
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Li et al. 2025. WebThinker: Empowering Large Reasoning Models with Deep Research Capacity

Teach reasoning LMs to plan and 
search via SFT / RL 
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Input Augmentation Intermediate Fusion Output Interpolation

e.g.,  RAG e.g., RETRO, InstructRETRO

• Augment input of LMs 
• Easy to apply (w/o training) 

& effective  
• Difficulty of using many D

• Modify LMs to incorporate D 
in intermediate layers  

• Scalable to many passages  
• Requires retraining

• Directly manipulate output 
token distributions  

• No training required* 
• Limited effectiveness on tasks 

e.g., kNNLM

LM

Input

LM

Input
LM

Output

Not scalable to many documents (needs context 
engineering) 

Not strictly grounded 
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Input Augmentation Intermediate Fusion Output Interpolation

e.g.,  RAG e.g., RETRO, InstructRETRO

• Augment input of LMs 
• Easy to apply (w/o training) 

& effective  
• Difficulty of using many D

• Modify LMs to incorporate D 
in intermediate layers  

• Scalable to many passages  
• Requires retraining

• Directly manipulate output 
token distributions  

• No training required* 
• Limited effectiveness on tasks 

e.g., kNNLM

LM
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Input
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RETRO (Borgeaud et al., 2022) 

Borgeaud et al. 2022. Improving language models by retrieving from trillions of tokens. Part 3: LMs and Pipeline
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Input Augmentation Intermediate Fusion Output Interpolation

e.g.,  RAG e.g., RETRO, InstructRETRO

• Augment input of LMs 
• Easy to apply (w/o training) 

& effective  
• Difficulty of using many D

• Modify LMs to incorporate D 
in intermediate layers  

• Scalable to many passages  
• Requires retraining

• Directly manipulate output 
token distributions  

• No training required* 
• Limited effectiveness on tasks 

e.g., kNNLM
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kNN-LM (Khandelwal et al. 2020)

70Part 3: LMs and Pipeline

PkNN−LM(y |x) = (1 − λ)PLM(y |x) + λPkNN(y |x)

Khandelwal et al. Generalization through Memorization: Nearest Neighbor Language Models. ICLR 2020. 
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PkNN−LM(y |x) = (1 − λ)PLM(y |x) + λPkNN(y |x)

Parametric distribution 

Khandelwal et al. Generalization through Memorization: Nearest Neighbor Language Models. ICLR 2020. 
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70Part 3: LMs and Pipeline

PkNN−LM(y |x) = (1 − λ)PLM(y |x) + λPkNN(y |x)

Nonparametric distribution

Parametric distribution 

Khandelwal et al. Generalization through Memorization: Nearest Neighbor Language Models. ICLR 2020. 
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70Part 3: LMs and Pipeline

PkNN−LM(y |x) = (1 − λ)PLM(y |x) + λPkNN(y |x)
: hyperparameterλ

Nonparametric distribution

Parametric distribution 

Khandelwal et al. Generalization through Memorization: Nearest Neighbor Language Models. ICLR 2020. 
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 Which company developed GPT4o?x :

LM Datastore Retriever 

D
 OpenAIy :

Common architectures 

Recent progress  
• RAG is widely used but several limitations 
• Recent progress to overcome such shortcomings  
• Other architectures: intermediate incorporation 

or output interpolation 

Part 3: LMs and Pipeline



Retrieval and Retrieval-Augmented Generation
 Which company developed GPT4o?x :

LM Datastore Retriever 

D
 OpenAIy :

Sources of datastore 

Processing

Scaling

Types of retrievers 

Training

Evaluations 

Common architectures 

Recent progress in RAG  

Contact: 
 https://akariasai.github.io/              aasai@andrew.cmu.edu | akaria@allenai.org 
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