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Recap

• Learning: pre-training, fine-tuning 

• Inference: decoding algorithms 

• Today: How do we evaluate how good our system is? 

• How do we choose between two systems?



Recap: Loss-Based Evaluation

• Let  be a language model 

• Let  be a dataset 

• Let  be the loss function 

• Typically  

• Then we can use the training loss, validation loss, or 
test loss to evaluate the model

pθ

𝒟 = {(xi, yi)}n
i=1

ℒ(θ; 𝒟)

−log pθ(y |x)



Recap: Loss-Based Evaluation

Claim: “Llama 33B is better than llama 13B”



Loss isn’t always enough 

Claim: “Llama 33B is better than llama 13B” (?)



Loss isn’t always enough 

Li et al. 2022 (DeepMind): Competition-Level Code Generation with AlphaCode



Loss isn’t always enough

• Loss measures how well the model fits the data 
distribution 

• It does not directly measure how well a model 
performs tasks



Task metrics and downstream evaluation

• Let  denote running an inference algorithm  

• Let  be a task metric (e.g., solve rate) 

• Let  be a distribution over task datasets 

• We want the model to have high expected task 
performance 

 

• Each dataset  represents a “downstream task”, i.e. a 
task that we use the model for downstream of its training

g(pθ, x)

m(y, ̂y) → ℝ

p(D)

𝔼D∼p(D)𝔼x,y∼D𝔼 ̂y∼g(pθ,x)[m(y, ̂y)]

D



How do we evaluate?

• In practice, we use a finite number of evaluation benchmarks. 
Each benchmark typically consists of: 

• A dataset  (sometimes only inputs ) 

• A task metric  (typically ) 

• We want the benchmarks to cover the breadth and depth of 
functionality that we want in our system. 

• For a machine translation system, we want various machine 
translation benchmarks 

• For a language model API, we want benchmarks related to the 
many capabilities that customers want from the API 

D x

m m(y, ̂y)



This lecture

• Intro/evaluation setup 

• Properties of good benchmarks 

• Example benchmarks 

• Example task metrics 

• Can I trust the benchmark score?



Example: Llama 3 paper

• “Key benchmarks” in the Llama 3 paper 



Example: MMLU

• Multiple-choice questions in 57 subjects 

• Model generates A, B, C, or D 

• Metric: exact match; is the answer the same as the one in the dataset 

• m(y, ̂y) = 1[y = ̂y]



Example: HumanEval
• HumanEval: LeetCode-style Python problems 

• Model generates code 

• Metric: execute the code and check whether it passes all test cases  

•
 

•

m(y, ̂y) =
numtests

∏
j=1

1[ ̂y passes test j]

pass@K(y, {y1, …, yK}) = max (m(y, y1), …, m(y, yK))



Example: GSM8k

• Grade school mathematics questions 

• Model generates a chain-of-thought and then an answer 

• Metric: check whether the answer is the same as the one 
in the dataset



Discussion: properties of good 
benchmarks? 

• Breadth/diversity 

• Evaluates all desired input-output functionality

Prompt types from active users [Ni et al 2024]



Discussion: properties of good 
benchmarks? 

• Depth/difficulty 

• Examples are difficult enough to distinguish good and 
bad models.

https://x.com/_jasonwei/status/1889096555254456397



Discussion: properties of good 
benchmarks? 

• Utility 

• Task is a proxy for desired functionality

Why do we need an LLM 
that is good at solving 
math word problems?

Foundation for more complex tasks 
(e.g., financial analysts)

Medium for addressing research questions 
(e.g., Can an AI model reason?)

Useful for real users with similar questions 
(e.g., tutoring high school math)



Discussion: properties of good 
benchmarks? 

• Robustness

GSM-Plus: Robustness to input variations

HumanEval-Plus: a more robust metric



Discussion: properties of good 
benchmarks? 

• Data contamination



Discussion: properties of good 
benchmarks? 

• Data contamination

Source: Llemma paper [Azerbayev et al] 

https://arxiv.org/pdf/2310.10631


Discussion: properties of good 
benchmarks? 

• Data contamination

“Temporal split” in miniCTX [Hu et al]

https://www.arxiv.org/pdf/2408.03350


Discussion: properties of good 
benchmarks? 

• Efficient to evaluate 

• Hire an expert human to read a long chat and decide 
if it’s correct 

• Expensive, slow, error prone 

• … 

• Check whether a generated integer answer matches 
the answer in the dataset 

• Cheap, fast, exact, but simplifies the task



Automatically evaluating complex text



• Option 1: word overlap 

• Rouge: Count the word overlap between the prediction & ref. answer 
 
 
 
 
 

• Rouge-1: “exercise”, “health”, “and”, “mood” overlaps -> Precision: 4/5, Recall: 4/6, F1: 0.727 

• Rouge-2: No overlap! -> Precision: 0/5, Recall: 0/6, F1: 0.0 

• Rouge-L: [“exercise”, “mood”] and [“exercise”, “and”] are common subsequences 
-> Precision: 2/5, Recall: 2/6, F1: 0.364

Automatically evaluating complex text

Question: 
What are the benefits of regular exercise?

Prediction (5 words): 
Exercise improves mood and health.

Reference Answer (6 words): 
Regular exercise benefits health and mood.

Is this desirable?

Pros? Cons?Discuss:



Automatically evaluating complex text

• Option 2: use a LLM (“LLM as a judge”) 

• Example:  

• Prompt: “Which output is better, A or B? Think 
carefully.” 

• Then we can compute the win-rate of model A versus 
model B.

z ∼ LLM(x, yA, yB; prompt)

Pros? Cons?Discuss:



Automatically evaluating complex text

• Option 2: use a LLM (“LLM as a judge”)

Pros? Cons?Discuss:



Automatically evaluating complex text

• Option 3: use humans 

• LMSys Chatbot Arena: ask humans to vote which 
response is better

Pros? Cons?Discuss:



Discussion: properties of good 
benchmarks? 

• Breadth/diversity 

• Depth/difficulty 

• Utility 

• Robustness 

• Data (un-)contamination 

• Efficient evaluation (automatic, low cost)



This lecture

• Intro/evaluation setup 

• Properties of good benchmarks 

• Example benchmarks 

• Example task metrics 

• Next: What can I conclude from the benchmark 
score?



• What can we conclude?



Statistical background on evaluation

• Suppose an eval consists of N independently drawn 
questions,  

•
Let  be the average of observed model 

scores  

• Let  be the unobserved true underlying score, 

q1, …, qN

s̄ =
1
n ∑

i

si

si

μ
μ = 𝔼[s]



Statistical background on evaluation

• By the law of large numbers, we can estimate  

• By the central limit theorem, the standard error of the 
estimator can be estimated as: 

•
 

•

μ ≈ s̄

SECLT = Var(s)/n = ( 1
n − 1 ∑

i

(si − s̄)2)/n

SEBernoulli = s̄(1 − s̄)/n



Confidence interval

•  

• We can report: 

• Number of questions  

• The standard error or a confidence interval

CI95% = s̄ ± 1.96 × SE

N



Code example



Clustered questions

• We assumed that questions are drawn 
independently, but often they are not 

• For instance, we may have a single math problem 
translated into multiple languages (MGSM) 

• We can account for such “clustering” of question 
using a different standard error estimator: 
 



Clustered questions



Comparing models: unpaired

• Difference of means:  

• Null hypothesis: difference of means is 0 

• Standard error:  

• Confidence interval:  

• If this doesn’t include 0, the result is statistically significant 

• Compute  score:  

• Standardizes the difference 

• Get associated p-value 

• Probability of observing this difference under the null hypothesis 

• If below a threshold (e.g., p < 0.01), reject the null hypothesis

̂μA−B = ̂μA − ̂μB

SEA−B = SE2
A + SE2

B

CIA−B,95% = ̂μA−B ± 1.96 × SEA−B

z zA−B = ̂μA−B /SEA−B



Code example



Comparing models: paired

• Evaluate both systems on the same examples 

• Suppose we have access to all of the evaluations, 
 

• Then we can use a “paired” test that typically has 
reduced variance.

(x, yA, yB)



Comparing models: paired



Code example



Variance reduction

• Recall that the estimator is: 

•
 

• Then the variance is  

• To reduce variance: 

• Increase number of questions n 

• If we are using stochastic decoding, sample more outputs and 
take the average as the score. 

̂μ =
n

∑
i=1

si /n

Var( ̂μ) = Var(s)/n



Variance reduction



This lecture

• Intro/evaluation setup 

• Properties of good benchmarks 

• Example benchmarks 

• Example task metrics 

• What can I conclude from the benchmark score? 

• Basic confidence intervals, hypothesis testing



Thank you


