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What is Prompting？
□Encouraging a pre-trained model to make particular predictions by 

providing a textual “prompt" specifying the task to be done.
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Today’s lecture

• Prompting fundamentals 

• Few-shot prompting / in-context learning 

• Prompt engineering 

• Prompting patterns



Prompting Fundamentals
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Basic Prompting (Radford et al. 2018)

• Append a textual string to the beginning of the sequence and complete
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x = When a dog sees a squirrel, it will usually

be afraid of anything unusual. As an exception, that's when 
a squirrel is usually afraid to bite.

(GPT-2 Small)

(GPT-2 XL) lick the squirrel. It will also touch its nose to the squirrel on 
the tail and nose if it can.



Standard Prompting Workflow

6

• Fill a prompt template 
• Predict the answer 
• Post-process the answer



Prompt Templates

• A template where you fill in with an actual input
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Input:  x = “I love this movie”

Template:  [x] Overall, it was [z]

Prompting: x’ = “I love this movie. Overall it 
was [z]”



Chat Prompts
• Recently, many models are trained as chatbots 
• Usually inputs are specified in OpenAI messages format
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messages=[ 
  { 
    "role": “system", 
    "content": “Please classify movie reviews as 'positive' or ‘negative'." 
  }, 
  { 
    "role": “user", 
    "content": "This movie is a banger.” 
  }, 
] 

■ Roles: 
■ “system”: message provided to the system to influence behavior 
■ “user”: message input by the user 
■ “assistant”: message output by the system



Chat Prompts Behind the Scenes
• Behind the scenes, messages are converted to token strings
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Llama 3

System

User

Assistant

https://www.llama.com/docs/model-cards-and-prompt-formats/meta-llama-3/
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…

https://docs.anthropic.com/en/release-notes/system-prompts#nov-22nd-2024 

Step-by-step 
reasoning

Knowledge 
cutoff

Example system prompt: Anthropic Claude

https://docs.anthropic.com/en/release-notes/system-prompts#nov-22nd-2024


Example system prompt: Anthropic Claude

11https://docs.anthropic.com/en/release-notes/system-prompts#nov-22nd-2024 

Harmful requests

Counting words/letters/characters
Markdown

Helps with prompting techniques

… …

https://docs.anthropic.com/en/release-notes/system-prompts#nov-22nd-2024


Answer Prediction
• Given a prompt, predict the answer
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Prompting: x’ = “I love this movie. Overall it 
was [z]”

Predicting: x’ = “I love this movie. Overall it 
was fantastic”

■ Use any inference algorithms, as in generation class (Lecture 7)



Post-processing
• Based on the answer, select the actual output 
• For instance: 
■ Taking the output as-is 
■ Formatting the output for easy visualization 
■ Selecting only parts of the output that you want to use 
■ Mapping the outputs to other actions
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Output Formatting
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Markdown Rendering Code

• For user-facing applications, format in a pretty way



Output Selection
• From a longer response, select the information indicative of an answer
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Predicting: x’ = “I love this movie. Overall it 
was a movie that was simply fantastic”

Extraction: fantastic

■ Various methods for extraction 
■ Classification: identify keywords 
■ Regression/numerical problems: identify numbers 
■ Code: pull out code snippets in triple-backticks



Output Mapping
• Given an answer, map it into a class label or continuous value
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Extraction: fantastic

Mapping: fantastic => Positive

■ Often map many extracted words onto a single class

Positive

Negative

Interesting 
Fantastic 

Happy

Boring 
1-star 

…
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Prompting playground

https://api.together.ai/playground/chat/  

https://api.together.ai/playground/chat/


Code example
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https://github.com/cmu-l3/anlp-spring2025-code/blob/main/08_prompting/prompting.ipynb 

https://github.com/cmu-l3/anlp-spring2025-code/blob/main/08_prompting/prompting.ipynb


Few-shot prompting / In-context 
learning
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Few-shot Prompting (Brown+ 2021)
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• Provide a few examples of the task together with the instruction

Please classify movie reviews as 'positive' or ‘negative’. 

Input: I really don’t like this movie. 
Output: negative 

Input: This movie is great! 
Output: positive

Instruction

Examples



MATH dataset prompt, used in Llemma (source)

https://github.com/wellecks/lm-evaluation-harness/blob/b86d67b3d6094eb304a146e29bb5f84c422a7d4c/lm_eval/tasks/minerva_math.py


Few-shot Prompting w/ Chat Prompts (example)
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• One approach: add “role”: “system” and a “name”: “example_assistant” etc.

messages=[ 
  { 
    "role": “system", 
    "content": "You are an assistant that translates corporate jargon into plain English.” 
  }, 
  { 
    “role”: “system”, 
    “name":"example_user", 
    "content": "New synergies will help drive top-line growth.” 
  }, 
  { 
    "role": “system", 
    "name": “example_assistant", 
    "content": "Things working well together will increase revenue.” 
  }, 
  ..., 
  { 
    "role": “user", 
    "content": "This late pivot means we don't have time to boil the ocean for the client deliverable.” 
  }, 
] 



In-context learning phenomena
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Sometimes only giving the inputs works better than giving the (inputs, outputs)! 
 

“Task retrieval”
Agarwal et al 2024



In-context learning phenomena
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Flipped: 
[negative, neutral, positive] -> 
[neutral, positive, negative]

Abstract: 
[A, B, C]

“Task retrieval”/ 
“pretraining bias”

“Unlearning pretraining bias”

Agarwal et al 2024



In-context learning phenomena
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Sometimes performance can decrease with too many examples

Agarwal et al 2024



In-context learning phenomena
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Ability to leverage many examples varies by model

Agarwal et al 2024



LMs are Sensitive to Small Changes in In-context Examples
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• Example ordering (Lu et al. 2021) ■ Label balance (Zhang et al. 2022)

■ Label coverage (Zhang et al. 2022)



Prompt Engineering
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Design of Prompts
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• Manual 

• Configure a manual template based on the characteristics of the task 

• Configure prompts based on intuition about a task (later) 

• Automated search 

• Search in discrete space 

• Search in continuous space



Manual Engineering: Format
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• Make sure that the format matches that of a trained model  
• This can have a large effect on models! (Sclar et al. 2023)



Manual Engineering: Instructions
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• Instructions should be clear, concise and easy to understand 
• Good examples: https://www.promptingguide.ai/introduction/tips 

Less Precise: 
Explain the concept prompt engineering. Keep the explanation short, only a few 
sentences, and don't be too descriptive. 

More Precise: 
Use 2-3 sentences to explain the concept of prompt engineering to a high school 
student.

https://www.promptingguide.ai/introduction/tips


Methods for Automatic Prompt Engineering
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• Using language models 
• Prompt tuning 
• Prefix tuning



Using language models
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• Use language models to propose candidate prompts 
• Evaluate the downstream task performance of each candidate 
• Iterate



Example: using language models

34Large Language Models as Optimizers, Yang et al 2023



Example: using language models
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Task: solve grade-school math word problems (GSM8k)



Prompt Tuning (Lester et al. 2021)

• Optimize the embeddings of a 
prompt, instead of the words 

• Prefix tuning [Li & Liang 2021]: 
optimize vectors for attention 
keys/values
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Model (parameters frozen)

Translation 
embedding

元 気 で
…

…

Model (parameters frozen)

Problem solving 
embedding

Three apples and



Design of Prompts
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• Manual 
• Configure a manual template based on the characteristics of the task 

• Configure prompts based on intuition about a task (next)

• Automated search 
• Search in discrete space 

• Search in continuous space



Prompting patterns
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Chain of Thought Prompting (Wei et al. 2022)
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• Get the model to explain its reasoning before making an answer

■ Provides the model with adaptive computation time



Chain-of-thought without examples
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• Models may output reasoning chains without examples 
• Chain-of-thought style data in pretraining/fine-tuning data 
• System prompts

Kojima et al 2022  
(proprietary models PaLM and Instruct-GPT)
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Code example

https://github.com/cmu-l3/anlp-spring2025-code/blob/main/08_prompting/prompting.ipynb 

https://github.com/cmu-l3/anlp-spring2025-code/blob/main/08_prompting/prompting.ipynb


Program-aided Language Models (Gao et al. 2022)
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• Using a program to generate 
outputs can be more precise 
than asking the LM to do so 

• Especially useful for numeric 
questions



Problem decomposition
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• Decompose problems into 
multiple steps. Example: 
• Ask sub-question 
• Query search engine 
• Repeat



Prompt chains
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• More generally, “chain” together multiple calls to prompted models  
(and/or external functions)



Related software
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https://srush-minichain.hf.space/ 

https://srush-minichain.hf.space/


Related software
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https://dspy.ai/ 

https://dspy.ai/


Questions?


