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Recap

• Prompting 

• Instruction-tuning (i.e., Post-training or Fine-tuning) 

• Reinforcement Learning from Human Feedback (RLHF)



Outline

• Why do we need Benchmarks? 

• Properties of Good Benchmarks 

• Widely Used Benchmarks and their Metrics
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• How good are open-source LLMs compared to proprietary LLMs?
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• Difficulty   

• Are the problems sufficiently difficult to distinguish capable models and 
those that are not?

https://x.com/_jasonwei/status/1889096555254456397
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Properties of Good Benchmarks
• Diversity   

• Are the problems diverse enough to ensure that the model is effectively 
being evaluated on its ability to handle a wide range of queries?

Ni, J., Xue, F., Yue, X., Deng, Y., Shah, M., Jain, K., Neubig, G. and You, Y., 2024. MixEval: Deriving Wisdom of the Crowd from LLM Benchmark 
Mixtures. arXiv preprint arXiv:2406.06565.
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• Does achieving a high score on a benchmark actually have meaning, or 
is it just a number?

Why do we need an LLM 
that is good at solving 
math word problems?

Foundation for more complex tasks 
(e.g., financial analysts)

Medium for addressing research questions 
(e.g., Can an AI model reason?)

Useful for real users with similar questions 
(e.g., tutoring high school math)



Properties of Good Benchmarks
• Usefulness 

• Does achieving a high score on a benchmark actually have meaning, or 
is it just a number?

Why do we need an LLM 
that is good at solving 

leetcode-style problems?

Foundation for more complex tasks 
(e.g., coding agent that implements a whole repo)

Medium for addressing research questions 
(e.g., Can an AI model self-debug?)

Useful for real users with similar questions
(e.g., people preparing for coding interview)
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Properties of Good Benchmarks
• Reproducibility 

• Can the model achieve similar scores across multiple test runs, ensuring 
fair performance comparisons between different models?

Sclar, M., Choi, Y., Tsvetkov, Y. and Suhr, A., Quantifying Language Models' Sensitivity to Spurious Features in Prompt Design or: How I learned to start 
worrying about prompt formatting. In The Twelfth International Conference on Learning Representations.
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• Data Contamination 

• LMs are trained on a vast amount of information during pre-training and a 
wide range of tasks during post-training. 

Chung, H.W., Hou, L., Longpre, S., Zoph, B., Tay, Y., Fedus, W., Li, Y., Wang, X., Dehghani, M., Brahma, S. and Webson, A., 2024. Scaling instruction-
finetuned language models. Journal of Machine Learning Research, 25(70), pp.1-53.
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• How can we ensure that we are evaluating their ability to generalize to 
unseen novel tasks rather than memorizing similar problem encountered 
during training?

Zhang, H., Da, J., Lee, D., Robinson, V., Wu, C., Song, W., Zhao, T., Raja, P., Slack, D., Lyu, Q. and Hendryx, S., 2024. A careful examination of large 
language model performance on grade school arithmetic. arXiv preprint arXiv:2405.00332.
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• (Recap) Benchmarks tend to get saturated over time! 
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• Multiple-choice QA (Classification) 

• HellaSwag: Commonsense reasoning around everyday events 

Zellers, R., Holtzman, A., Bisk, Y., Farhadi, A. and Choi, Y., 2019, July. HellaSwag: Can a Machine Really Finish Your Sentence?. In Proceedings of the 
57th Annual Meeting of the Association for Computational Linguistics (pp. 4791-4800).
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HellaSwag
SuperGlue
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• Multiple-choice QA (Classification) 

• MMLU-Pro: Harder MMLU with 4~10 options to choose from. 

Wang, Y., Ma, X., Zhang, G., Ni, Y., Chandra, A., Guo, S., Ren, W., Arulraj, A., He, X., Jiang, Z. and Li, T., 2024. Mmlu-pro: A more robust and 
challenging multi-task language understanding benchmark. arXiv preprint arXiv:2406.01574.
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• Multiple-choice QA (Classification) 

• The trend of developing increasingly challenging benchmarks 
continues. 

• Open Research Question: How can we come up with more 
challenging benchmarks as LMs become as intelligent as or even 
surpass humans? 
 

Widely Used Benchmarks and 
their Metrics

SWAG

GLUE

Hella 
Swag

Super 
GLUE

MMLU MMLU-
Pro [?]
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• Generation 

• As humans, we don’t present LMs with four options to choose from. 

• However, assessing free-form responses is more challenging than 
multiple-choice QA, where accuracy is mainly used.
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their Metrics

• Generation 

• GSM8K: Grade-school mathematics questions 

• For math word problems, the answer is a numeric value, so we could use Exact 
Match (EM).

Cobbe, K., Kosaraju, V., Bavarian, M., Chen, M., Jun, H., Kaiser, L., Plappert, M., Tworek, J., Hilton, J., Nakano, R. and Hesse, C., 2021. Training 
verifiers to solve math word problems. arXiv preprint arXiv:2110.14168.



Widely Used Benchmarks and 
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• Generation 

• HumanEval: Python Coding Tasks 

• For LeetCode-style coding problems, we can execute the code and verify whether it 
passes all test cases (i.e., pass@k).

Chen, M., Tworek, J., Jun, H., Yuan, Q., Pinto, H.P.D.O., Kaplan, J., Edwards, H., Burda, Y., Joseph, N., Brockman, G. and Ray, A., 2021. Evaluating 
large language models trained on code. arXiv preprint arXiv:2107.03374.



Widely Used Benchmarks and 
their Metrics

• Generation 

• How about open-ended questions like this?

Zheng, L., Chiang, W.L., Sheng, Y., Zhuang, S., Wu, Z., Zhuang, Y., Lin, Z., Li, Z., Li, D., Xing, E. and Zhang, H., 2024. Judging llm-as-a-judge with mt-
bench and chatbot arena. Advances in Neural Information Processing Systems, 36.
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• Rouge: Count the word overlap between the prediction & ref. answer 
 
 
 
 
 

Lin, C.Y., 2004, July. Rouge: A package for automatic evaluation of summaries. In Text summarization branches out (pp. 74-81).

Question: 
What are the benefits of regular exercise?

Prediction (5 words): 
Exercise improves mood and health.

Reference Answer (6 words): 
Regular exercise benefits health and mood.



Widely Used Benchmarks and 
their Metrics

• Generation 

• Rouge: Count the word overlap between the prediction & ref. answer 
 
 
 
 
 

• Rouge-1: “exercise”, “health”, “and”, “mood” overlaps -> Precision: 4/5, Recall: 4/6, F1: 0.727

Lin, C.Y., 2004, July. Rouge: A package for automatic evaluation of summaries. In Text summarization branches out (pp. 74-81).

Question: 
What are the benefits of regular exercise?

Prediction (5 words): 
Exercise improves mood and health.

Reference Answer (6 words): 
Regular exercise benefits health and mood.



Widely Used Benchmarks and 
their Metrics

• Generation 

• Rouge: Count the word overlap between the prediction & ref. answer 
 
 
 
 
 

• Rouge-1: “exercise”, “health”, “and”, “mood” overlaps -> Precision: 4/5, Recall: 4/6, F1: 0.727 

• Rouge-2: No overlap! -> Precision: 0/5, Recall: 0/6, F1: 0.0

Lin, C.Y., 2004, July. Rouge: A package for automatic evaluation of summaries. In Text summarization branches out (pp. 74-81).

Question: 
What are the benefits of regular exercise?

Prediction (5 words): 
Exercise improves mood and health.

Reference Answer (6 words): 
Regular exercise benefits health and mood.



Widely Used Benchmarks and 
their Metrics

• Generation 

• Rouge: Count the word overlap between the prediction & ref. answer 
 
 
 
 
 

• Rouge-1: “exercise”, “health”, “and”, “mood” overlaps -> Precision: 4/5, Recall: 4/6, F1: 0.727 

• Rouge-2: No overlap! -> Precision: 0/5, Recall: 0/6, F1: 0.0 

• Rouge-L: [“exercise”, “mood”] and [“exercise”, “and”] are common subsequences 
-> Precision: 2/5, Recall: 2/6, F1: 0.364

Lin, C.Y., 2004, July. Rouge: A package for automatic evaluation of summaries. In Text summarization branches out (pp. 74-81).

Question: 
What are the benefits of regular exercise?

Prediction (5 words): 
Exercise improves mood and health.

Reference Answer (6 words): 
Regular exercise benefits health and mood.



Widely Used Benchmarks and 
their Metrics

• Generation 

• Rouge: Count the word overlap between the prediction & ref. answer 
 
 
 
 
 

• Rouge-1: “exercise”, “health”, “and”, “mood” overlaps -> Precision: 4/5, Recall: 4/6, F1: 0.727 
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Question: 
What are the benefits of regular exercise?

Prediction (5 words): 
Exercise improves mood and health.

Reference Answer (6 words): 
Regular exercise benefits health and mood.

Is this desirable?
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• Generation 

• BertScore: Calculate the embedding similarity between the prediction & 
ref. answer

Zhang, T., Kishore, V., Wu, F., Weinberger, K.Q. and Artzi, Y., BERTScore: Evaluating Text Generation with BERT. In International Conference on 
Learning Representations.

Inverse 
Document Frequency
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• LLM-as-a-Judge: Prompt a LM to provide a judgment (e.g., “3 out of 5”, 
“A is better than B”).

Zheng, L., Chiang, W.L., Sheng, Y., Zhuang, S., Wu, Z., Zhuang, Y., Lin, Z., Li, Z., Li, D., Xing, E. and Zhang, H., 2024. Judging llm-as-a-judge with mt-
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• Generation 

• LLM-as-a-Judge: Prompt a LM to provide a judgment (e.g., “3 out of 5”, 
“A is better than B”). 

• We can decide the evaluation criteria when assessing the response!

Kim, S., Suk, J., Longpre, S., Lin, B.Y., Shin, J., Welleck, S., Neubig, G., Lee, M., Lee, K. and Seo, M., 2024. Prometheus 2: An open source language 
model specialized in evaluating other language models. arXiv preprint arXiv:2405.01535.



Widely Used Benchmarks and 
their Metrics

• Generation 

• AlpacaEval: Calculate the win-rate against a reference model on open-
ended generation tasks

Dubois, Y., Liang, P. and Hashimoto, T., 2024. Length-controlled alpacaeval: A simple debiasing of automatic evaluators. In First Conference on 
Language Modeling.
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• Generation 

• LMSys Chatbot Arena: Ask humans to vote which response is better

https://lmarena.ai/



Topics not covered in the 
lecture

• Evaluation of specific NLP tasks (e.g., Text retrieval) 

• Evaluation of specific behaviors (e.g., Safety) 

• Limitation of LLM-as-a-Judge or human-voting methods



Questions?


