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Recap

* Prompting
* Instruction-tuning (i.e., Post-training or Fine-tuning)

* Reinforcement Learning from Human Feedback (RLHF)
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Why do we need Benchmarks?

* [racking progress by comparing performance

 Given two models (Model A and Model B), which model is better?

GPT-4 GPT-3.5 LM SOTA SOTA
Evaluated Evaluated Best external LM Best external model (incl.
few-shot few-shot evaluated few-shot benchmark-specific tuning)
MMLU [49] 86.4% 70.0% 70.7% 75.2%
Multiple-choice questions in 57 5-shot 5-shot 5-shot U-PaLLM [50] 5-shot Flan-PalLM [51]
subjects (professional & academic)
HellaSwag [52] 95.3% 85.5% 84.2% 85.6
Commonsense reasoning around 10-shot 10-shot LLaMA (validation ALUM [53]
everyday events set) [28]
AI2 Reasoning 96.3% 85.2% 85.2% 86.5%
Challenge (ARC) [54]
Grade-school multiple choice 25-shot 25-shot 8-shot PalLM [55] ST-MOE [18]
science questions. Challenge-set.
WinoGrande [56] 87.5% 81.6% 85.1% 85.1%
Commonsense reasoning around 5-shot 5-shot 5-shot PaLLM [3] 5-shot PaLM [3]
pronoun resolution
HumanEval [43] 67.0% 48.1% 26.2% 65.8%
Python coding tasks 0-shot 0-shot 0-shot PaLM [3] CodeT + GPT-3.5 [57]
DROP [58] (F1 score) 80.9 64.1 70.8 88.4
Reading comprehension & 3-shot 3-shot 1-shot PalLM [3] QDGAT [59]
arithmetic.
GSM-8K [60] 92.0%* 57.1% 58.8% 87.3%
Grade-school mathematics 5-shot 5-shot 8-shot Minerva [61] Chinchilla + SFT+ORM-RL,
questions chain-of-thought ORM reranking [62]

Achiam, J., Adler, S., Agarwal, S., Ahmad, L., Akkaya, I., Aleman, F.L., Almeida, D., Altenschmidt, J., Altman, S., Anadkat, S. and Avila, R., 2023. Gpt-4

technical report. arXiv preprint arXiv.2303.08774.
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* [racking progress by comparing performance

« How good are open-source LLMs compared to proprietary LLMs?

Closed-source vs. open-weight models

Llama 3.1 405B closes the gap with closed-source models for the first time in history.

MMLU (5

90%

84%

78%

72%

66%

60%

54%

48%

42%

shot

GPT-4
o
Closed-source models
Claude 1.3
Flan-PaLM ®
8]
PaLM U-PaLM GPT-3.5 Turbo
o ®
Chincilla
©
LLaMA 65b
Flan-T5 11B
a 9 o ” ”
K\ X S S S
$ > (o4 Q $
¥ N o @ N

Claude 3.5 Sonnet

Claud PT-40 - @
S

" Llama 3.1 405B
Gemini Ultra Llama 3 405B

® Gemini 1.5 Pro
Llama 3.1 70B

o
Llama 3 fd@en 2 72B

Claude 2
@
Y%"ﬁ%"l's 728 Mixtral 8x22B
Command R+Gemma 2 27B
DBRX Instruct 132B
Mixtral 8x7B
: %Igon 180B Gemma 2 9B
Llama 2 Llama 3.1 8B
Llama 3 8B
o4 Yo ™ ] ]
Qv v N4 NS N4
W v Q"v "L v
¥ foxd @ W ¥
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Difficulty
Diversity
Usefulness
Reproducibility

Data Contamination

https://ehudreiter.com/2025/01/03/we-need-better-llm-benchmarks/
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« Difficulty

* Are the problems sufficiently difficult to distinguish capable models and
those that are not?

Progress on Al benchmarks in the past five years

Trivia questions
80 (TriviaQA)

60
A Graduate-level
CCuracy STEM (GPQA)

40 o '
Prestigious math J
exam (AIME)/
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https.//x.com/_jasonwei/status/1889096555254456397
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e Diversity

* Are the problems diverse enough to ensure that the model is effectively
being evaluated on its ability to handle a wide range of queries?

Web Queries GPQA '

Coding,

Math, Physics,
Education Chemistry
Analytics

_______

Technology, Science and
Software Dev, Technology,
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Finance, Environmental
Academic Science,
Research Geography

____________
| |
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! . Fictional Narrative, Entertainment, .
i Entertainment Social
! Conversations, Health, Dynamics
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Ni, J., Xue, F, Yue, X., Deng, Y., Shah, M., Jain, K., Neubig, G. and You, Y., 2024. MixEval: Deriving Wisdom of the Crowd from LLM Benchmark
Mixtures. arXiv preprint arXiv:2406.06565.
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Properties of Good Benchmarks

e Usefulness

 Does achieving a high score on a benchmark actually have meaning, or
IS it just a number?

MATH Dataset (Ours) .
Problem: Tom has a red marble, a green marble. Foundation for more complex tasks

a blue marble, and three identical yellow marbles. (e g financial analysts)

How many different groups of two marbles can

Tom choose?

Solution: There are two cases here: either Tom Why do we need an LLM
chooses two yellow marbles (1 result), or he i .
chooses two marbles of different colors ((3) = 6 that is good at solving
results). The total number of distinct pairs of math word problems?

marbles Tom can choose is 1 + 6 = [ 7] . Useful for real users with similar questions
Problem: The equation z2 + 22 = i has two (e.qg., tutoring high school math)

complex solutions. Determine the product of their

real parts.
Solution: Complete the square by adding 1 to
each side. Then (z +1)2 =14+i=eT /2,50

x4+ 1 = +e% v/2. The desired product is then
(=1 +cos (%) V2) (=1 —cos (Z) ¥/2) =1 — Medium for addressing research questions

cos? (z) y3 = 1 - (reos(E)) /5 1—2¢§ | (e.g., Can an Al model reason?)




model I

Properties of Good Benchmarks

e Usefulness

 Does achieving a high score on a benchmark actually have meaning, or
IS it just a number?

i Write a Python function to sort the given array

by using merge sort. Your code should satisfy
these tests:

assert merge_sort([3, 4, 2, 6,5,7,1,9]) ==[1, 2,
3,4,5,6,7,9]

 assert merge_sort(7, 25,45, 76, 11,33, 19) - Foundation for more complex tasks
- [7.11,19,25,33, 45, 78] (e.g., coding agent that implements a whole repo)
. assert merge _sort([3, 1,4, 9,8])==[1, 3, 4, 8, 9]

def merge_sort(arr): Why dO we need an I_I_M

if len(arr) < 2:

T that is good at solving
IS 25 leetcode-style problems?

left = arr[:mid];

Useful for real users with similar questions
e = > (e eople preparing for coding interview)
left = merge_sort(left); g Y p p p p g g
right = merge_sort(right);
merged = [];
i=j=0;
while i < len(left) and j < len(right):

if left[i] < right[j]:

merged appendeftil: Medium for addressing research questions
else: (e.g., Can an Al model self-debug?)

merged.append(right[j]);

j+=1;

merged.extend(left[i:]);
merged.extend(rightl[j:]);
return merged;
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e Reproducibility

e (Can the model achieve similar scores across multiple test runs, ensuring
fair performance comparisons between different models?

Modified separator Modified spacing between fields
-
0 = >
Passage:<text> SR o Zias | Passage: <text> Answer: <text> w
Answer :<text> Answer: <text> - J
Modlified separator and spacing
s N\ Modiified casing : )
‘ PASSAGE <text> e L Passage <text> Answer <text> |
ANSWER <text> PASSAGE: <text> ' , _J
\ ‘ /| ANSWER: <text> S :
' I J :A
Task Accuracy .., B :
< T e =T e - \ 4 I
. {-O ~-O0—=O—0—0 .
0 0.036 Performance Spread Among Plausible Formats 0.804 1

Sclar, M., Choi, Y., Tsvetkov, Y. and Suhr, A., Quantifying Language Models' Sensitivity to Spurious Features in Prompt Design or: How | learned to start
worrying about prompt formatting. In The Twelfth International Conference on Learning Representations.



Properties of Good Benchmarks

Reproducibility

e (Can the model achieve similar scores across multiple test runs, ensuring
fair performance comparisons between different models?

d .
NG &’6
SO
> AY)
NI Highest probability
A u for the 4 answers only
Prompt Aalto | L[ \ A [
A
Question: What is the embryological B ]
origin of the hyoid bone? 4 ) B ] / C B
Large —
Choices: g 2 The mOdE|
- AThe first pharyngeal arch .
- BThe first :nd syecind pharyngeal arches , La ng u a g e , ¢ 0 get +1 p0|nt
- CThe second pharyngeal arch
- D The second and third pharyngeal arches M Od el Correct answer
L ) D I
\Correct answer: )
Zombie| [I
Zulu |00 But it actually rather
Zygote [ [ ] wanted to generate
Zymase| | the word «Zygote» here...
Zymotic| |

Orig MMLU Implementation

https.//huggingface.co/blog/open-lim-leaderboard-mmliu#1001-flavors-of-mmiu



Properties of Good Benchmarks

e Reproducibility

e (Can the model achieve similar scores across multiple test runs, ensuring
fair performance comparisons between different models?

Few-shot prompt \\}q@ @
q ) NS o
The following are multiple choice questions (:b ‘Q
(with answers) about anatomy. AO Q*O
Question: Which of these branches of the . h | ”
trigeminal nerve contain somatic motor ew-shot example A
processes?? /
Aalto | [J
Choices: Generate from the model
- AThe supraorbital nerve
- B The infraorbital i
-8 The infraorbital nerve o \ 8 — by using probabilities to
- DNone of the above Large select the next token
Correct answer: C
—)» | Language | —p» [c |©
Question: What is the embryological Zyg Ote
origin of the hyoid bone? Model The mOdEI
Choices: L Y, D 1] donlt get any
- AThe first pharyngeal arch .
- BThe first and second pharyngeal arches p0|nt
- CThe second pharyngeal arch .
- D The second and third pharyngeal arches Zombie| [ Correct answer x
Zulu 0
\Correct answer: ) Zygote [:] @
Zymase| [
Zymotid| |

HELM MMLU Implementation

https.//huggingface.co/blog/open-lim-leaderboard-mmliu#1001-flavors-of-mmiu



Properties of Good Benchmarks

e Reproducibility

Can the model achieve similar scores across multiple test runs, ensuring

fair performance comparisons between different models?

Few-shot prompt

Vs

The following are multiple choice questions
(with answers) about anatomy.

Question: Which of these branches of the
trigeminal nerve contain somatic motor
processes??

Choices:

- A.The supraorbital nerve
- B. The infraorbital nerve
- C.The mental nerve

- D. None of the above

Correct answer: C. The mental nerve

Question: What is the embryological
origin of the hyoid bone?

Choices:

- A.The first pharyngeal arch

- B. The first and second pharyngeal arches
- C. The second pharyngeal arch

- D. The second and third pharyngeal arches

Correct answer:
&

N

/ Few-shot example

Large

—)»  Language

Model

Generations

A.The first pharyngeal arch O]

B.The first and second pharyngeal arches | [ ]

C.The second pharyngeal arch

D. The second and third pharyngeal arches| [ ]

Correct answer

[ C.The second pharyngeal arch }

LM EvalHarness MMLU Implementation

https.//huggingface.co/blog/open-lim-leaderboard-mmliu#1001-flavors-of-mmiu

Probabilities

The model
get +1 point

v/



Properties of Good Benchmarks

e Reproducibility

e (Can the model achieve similar scores across multiple test runs, ensuring
fair performance comparisons between different models?

MMLU
(Harness)

llama-65b 0.488
tiluae/falcon-40b 0.527
llama-30b 0.457
EleutherAl/gpt-neox-20b 0.333
llama-13b 0.377
llama-7b 0.342

tiluae/falcon-7b 0.35

togethercomputer/RedPajama-INCITE-7B- 0.34
Base

https://huggingface.co/blog/open-lim-leaderboard-mmliu#1001-flavors-of-mmiu
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Properties of Good Benchmarks

Data Contamination

LMs are trained on a vast amount of information during pre-training and a
wide range of tasks during post-training.

Finetuning tasks

4 I 4 )

TO-SF

Commonsense reasoning
Question generation
Closed-book QA
Adversarial QA
Extractive QA
Title/context generation
Topic classification
Struct-to-text

193 Tasks

.

55 Datasets, 14 Categories,

)

é Muffin

Natural language inference
Code instruction gen.
Program synthesis

Dialog context generation

Closed-book QA
Conversational QA
Code repair

69 Datasets, 27 Categories, 80 Tasks

N
4 CoT (Reasoning)

Arithmetic reasoning
Commonsense Reasoning
Implicit reasoning

Explanation generation
Sentence composition

9 Datasets, 1 Category, 9 Tasks

N

AN

J

Natural
Instructions v2

Cause effect classification
Commonsense reasoning
Named entity recognition
Toxic language detection
Question answering
Question generation
Program execution

Text categorization

372 Datasets, 108 Categories,
\ 1554 Tasks

J

A Dataset is an original data source (e.g. SQUAD).
< A Task Category is unique task setup (e.g. the SQUAD dataset is configurable for multiple task categories such as
extractive question answering, query generation, and context generation).

query generation on the SQUAD dataset.)

A Task is a unique <dataset, task category> pair, with any number of templates which preserve the task category (e.g.

Held-out tasks
MMLU BBH TyDiQA MGSM
Abstract algebra Sociology Boolean expressions Navigate .
College medicine Philosophy Tracking shuffled objects =~ Word sorting Informatlon Grade school
Professional law . Dyck languages seeking QA math problems
57 tasks 27 tasks 8 languages 10 languages

Chung, H.W., Hou, L., Longpre, S., Zoph, B., Tay, Y., Fedus, W., Li, Y., Wang, X., Dehghani, M., Brahma, S. and Webson, A., 2024. Scaling instruction-
finetuned language models. Journal of Machine Learning Research, 25(70), pp.1-53.



Properties of Good Benchmarks

e Data Contamination

« How can we ensure that we are evaluating their ability to generalize to
unseen novel tasks rather than memorizing similar problem encountered
during training?

Instruction finetuning

[ Please answer the following question.

What is the boiling point of Nitrogen?
.

Chain-of-thought finetuning

Answer the following question by

reasoning step-by-step. The cafeteria had 23 apples

originally. They used 20 to
1 make lunch. So they had 23 -
20 = 3. They bought 6 more

The cafeteria had 23 apples. If they
used 20 for lunch and bought 6 more,

how many apples do they have? Language apples, so they have 3 + 6 = 9.
=~ model _
Multi-task instruction finetuning (1.8« tasks) / \
Inference: generalization to unseen tasks | |
/ Geoffrey Hinton is a British-Canadian

i ' \ computer scientist born in 1947. George
Q: Can Geoffrey Hinton have a Washington died in 1799. Thus, they
conversation with George Washington? could not have had a conversation
Give the rationale before answering. together. So the answer is “no”.

Chung, H.W., Hou, L., Longpre, S., Zoph, B., Tay, Y., Fedus, W., Li, Y., Wang, X., Dehghani, M., Brahma, S. and Webson, A., 2024. Scaling instruction-
finetuned language models. Journal of Machine Learning Research, 25(70), pp.1-53.



Properties of Good Benchmarks

e Data Contamination

« How can we ensure that we are evaluating their ability to generalize to
unseen novel tasks rather than memorizing similar problem encountered
during training?

Models with GSM8k accuracy between 40% and 70%
70 /" [Model (GSM8k, GSM1Kk)
Notable Models © (08,334
Legend
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|
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==
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command
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CodeLlama-70b-hf
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Meta-Llama-3-8B
(49.9,44.2)
gemma-1.1-7b-it
(52.2,45.3)
codegemma-7b-it
(52.6, 47.1)
Xwin-Math-78-V1.0
(52.9, 42.8)
Uama-2-70b-hf
(53.8, 51.6)
gemma-7b

(54.1, 46.4)

phi-2

(56.9, 49.5)

60

N

Phind-Codellama-348-v2
55
phi

(41.6, 36.8)
deepseek-coder-33b-instruct

codellama
-8 llama
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gemma
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claude o
45 ®

Accuracy on GSM1k (%)

Gap Between GSM8k and GSM1k (%) (lower is worse)
|
Fy

Mixtral-8x78-v0.1
(57.8, 53.0)
falcon-180B-chat
(61.0, 54.5)
deepseek-lim-67b-base
(61.5, 52.2)
Xwin-Math-138-V1.0
(63.1, 52.9)
Mixtral-8x7B-Instruct-v0.1
(64.1, 59.4)
Yi-348-Chat

(64.1, 56.9)

¥ L 0 / e @

N 40 45 50 55 60 65 70
Accuracy on GSM8k (%)

o
0000000000000 0O0CQOGFOOCOOE®O OO

Zhang, H., Da, J., Lee, D., Robinson, V., Wu, C., Song, W., Zhao, T., Raja, P, Slack, D., Lyu, Q. and Hendryx, S., 2024. A careful examination of large
language model performance on grade school arithmetic. arXiv preprint arXiv:2405.00332.
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Widely Used Benchmarks and
their Metrics

* Multiple-choice QA (Classification)

(Recap) Benchmarks tend to get saturated over time!

Progress on Al benchmarks in the past five years

Trivia questions
80 (TriviaQA)

60
A Graduate-level
ccuracy STEM (GPQA)

40 o '
Prestigious math J
exam (AIME)/

/'.

20

O

2020 2021 2022 2023 2024 YAOYAS




Widely Used Benchmarks an
their Metrics

 Multiple-choice QA (Classification)

* HellaSwag: Commonsense reasoning around everyday events

AI:TIVITYNET A woman is outside with a bucket and a dog. The dog is running

] [l around trying to avoid a bath. She...
™ : B A.rinses the bucket off with soap and blow dry the dog’s head. 100 -
~  B. uses a hose to keep it from getting soapy.
+ C. gets the dog wet, then it runs away again. | m SWAG
‘wAdYe'S_a”a’ D. gets into a bath tub with the dog. e 90 - —
Filtering 2./ %&“49'
, Come to a complete halt at a stop sign or red light. At a stop sign, > 80 -
, . . O
wiki -, " come to a complete halt for about 2 seconds or until vehicles that ®
arrived before you clear the intersection. If you're stopped at a red =
d HtOW to light, proceed when the light has turned green. ... 8 70 -
etermine
who has right A. Stop for no more than two seconds, or until the light turns <
of way. yellow. A red light in front of you indicates that you should o 60 -
stop. D
+ B. After you come to a complete stop, turn off your turn signal. 3 50 -
Qg dversarial Allow vehicles to move in different directions before moving 'L
‘ Filtering onto the sidewalk. he
C. Stay out of the oncoming traffic. People coming in from w 40 -
behind may elect to stay left or right. o 360,20
D. If the intersection has a white stripe in your lane, stop 30 -
before this line. Wait until all traffic has cleared before \ \ \

crossing the intersection. : Default Ending Only Shuffled Shuffled+

@g % .Qi Ending Only

Zellers, R., Holtzman, A., Bisk, Y., Farhadi, A. and Choi, Y., 2019, July. HellaSwag.: Can a Machine Really Finish Your Sentence?. In Proceedings of the
57th Annual Meeting of the Association for Computational Linguistics (pp. 4791-4800).



Widely Used Benchmarks and
their Metrics

* Multiple-choice QA (Classification)

* SuperGlue: Linguistic understanding benchmark

Passage: Barg’s — Barg’s is an American soft drink. Its brand of root beer is notable for having caffeine.
Barg’s, created by Edward Barg and bottled since the turn of the 20th century, is owned by the Barq
family but bottled by the Coca-Cola Company. It was known as Barqg’s Famous Olde Tyme Root Beer

until 2012.
Question: is barg’s root beer a pepsi product Answer: No

BoolQ

Text: B: And yet, uh, I we-, I hope to see employer based, you know, helping out. You know, child, uh,
care centers at the place of employment and things like that, that will help out. A: Uh-huh. B: What do
you think, do you think we are, setting a trend?

Hypothesis: they are setting a trend  Entailment: Unknown

CB

Premise: My body cast a shadow over the grass. Question: What’s the CAUSE for this?
Alternative 1: The sun was rising. Alternative 2: The grass was cut.
Correct Alternative: 1

Text: Dana Reeve, the widow of the actor Christopher Reeve, has died of lung cancer at age 44,

according to the Christopher Reeve Foundation.
Hypothesis: Christopher Reeve had an accident.  Entailment: False

RTE | COPA

Wang, A., Pruksachatkun, Y., Nangia, N., Singh, A., Michael, J., Hill, F., Levy, O. and Bowman, S., 2019. Superglue: A stickier benchmark for general-
purpose language understanding systems. Advances in neural information processing systems, 32.



Widely Used Benchmarks and
their Metrics

* Multiple-choice QA (Classification)

* SuperGlue: Linguistic understanding benchmark
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Wang, A., Pruksachatkun, Y., Nangia, N., Singh, A., Michael, J., Hill, F., Levy, O. and Bowman, S., 2019. Superglue: A stickier benchmark for general-
purpose language understanding systems. Advances in neural information processing systems, 32.
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« MMLU: Multiple-choice questions in 57 subjects (professional &
academic)

w
E‘ One of the reasons that the government discourages and regulates monopolies is that
S (A) producer surplus is lost and consumer surplus is gained. ) 4
§ (B) monopoly prices ensure produc.tive. eﬁ.ic-iency but cost society allocative efficiency. X
S (C) monopoly firms do not engage in significant research and development. b 4
E (D) consumer surplus is lost with higher prices and lower levels of output. v
Figure 3: Examples from the Microeconomics task.
When you drop a ball from rest it accelerates downward at 9.8 m/s2. If you instead throw it
7':‘ ., downward assuming no air resistance its acceleration immediately after leaving your hand is
& % (A) 9.8 m/s? v
= = (B) more than 9.8 m/s? ) 4
S A (C) less than 9.8 m/s? )4
(D) Cannot say unless the speed of throw is given. X
% In the complex z-plane, the set of points satisfying the equation z2 = |z]?is a
& g (A) pair of points ) 4
%‘ 2 (B) circle p 4
O ¥ (C) half-line )4
~ (D) line v

Hendrycks, D., Burns, C., Basart, S., Zou, A., Mazeika, M., Song, D. and Steinharat, J., Measuring Massive Multitask Language Understanding.
In International Conference on Learning Representations.
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 Multiple-choice QA (Classification)

« MMLU: Multiple-choice questions in 57 subjects (professional &

academic)
50 GPT-3 Few Shot Test Performance
B Commonsense «—— HellaSwag
g0 + I Linguistics < SuperGlue
Bl Knowledge (Ours)
e 70
S 60 -
©
£ 50-
T
& 40 -
30 -
20 -
Small Medium Large X-Large
Model Size

Hendrycks, D., Burns, C., Basart, S., Zou, A., Mazeika, M., Song, D. and Steinharat, J., Measuring Massive Multitask Language Understanding.
In International Conference on Learning Representations.
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* MMLU-Pro: Harder MMLU with 4~10 options to choose from.

Question: Where do most short-period comets come from and how do we know?

Options: A. The Kuiper belt; short period comets tend to be in the plane of the solar system like the Kuiper belt.

B. The asteroid belt; short period comets tend to come from random directions indicating a spherical distribution of
comets called the asteroid belt.

C. The asteroid belt; short period comets tend to be in the plane of the solar system just like the asteroid belt.

D. The Oort cloud; short period comets have orbital periods similar to asteroids like Vesta and are found in the plane of
the solar system just like the Oort cloud.

E. The Oort Cloud; short period comets tend to come from random directions indicating a spherical distribution of
comets called the Oort Cloud.

F. The Oort cloud; short period comets tend to be in the plane of the solar system just like the Oort cloud.

G. The asteroid belt; short period comets have orbital periods similar to asteroids like Vesta and are found in the plane of
the solar system just like the asteroid belt.

Answer: Let’s think step by step. Most short-period comets originate from the Kuiper belt. This is deduced from the
observation that these comets tend to follow orbits that lie in the plane of the solar system, similar to the distribution
of objects in the Kuiper belt itself. Thus, the alignment of these cometary orbits with the ecliptic plane points to their
Kuiper belt origin. The answer is (A).

Wang, Y., Ma, X., Zhang, G., Ni, Y., Chandra, A., Guo, S., Ren, W., Arulraj, A., He, X., Jiang, Z. and Li, T., 2024. Mmlu-pro: A more robust and
challenging multi-task language understanding benchmark. arXiv preprint arXiv:2406.01574.
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* MMLU-Pro: Harder MMLU with 4~10 options to choose from
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Wang, Y., Ma, X., Zhang, G., Ni, Y., Chandra, A., Guo, S., Ren, W., Arulraj, A., He, X., Jiang, Z. and Li, T., 2024. Mmlu-pro: A more robust and
challenging multi-task language understanding benchmark. arXiv preprint arXiv:2406.01574.
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The trend of developing increasingly challenging benchmarks
continues.

Open Research Question: How can we come up with more
challenging benchmarks as LMs become as intelligent as or even

surpass humans?

((ome }— (2
e
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Widely Used Benchmarks and
their Metrics

* (Generation
As humans, we don'’t present LMs with four options to choose from.

However, assessing free-form responses is more challenging than
multiple-choice QA, where accuracy is mainly used.
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« GSMBS8K: Grade-school mathematics questions

 For math word problems, the answer is a numeric value, so we could use Exact
Match (EM).

Problem: Tina buys 3 12-packs of soda for a party. Including Tina, 6 people are at the party. Half of the people at the party have 3 sodas each, 2
of the people have 4, and 1 person has 5. How many sodas are left over when the party is over?

Solution: Tina buys 3 12-packs of soda, for 3*12= <<3*12=36>>36 sodas

6 people attend the party, so half of them is 6/2= <<6/2=3>>3 people

Each of those people drinks 3 sodas, so they drink 3*3=<<3*3=9>>9 sodas

Two people drink 4 sodas, which means they drink 2*4=<<4*2=8>>8 sodas

With one person drinking 5, that brings the total drank to 5+9+8+3= <<5+9+8+3=25>>25 sodas

As Tina started off with 36 sodas, that means there are 36-25=<<36-25=11>>11 sodas left

Final Answer: 11

Cobbe, K., Kosaraju, V., Bavarian, M., Chen, M., Jun, H., Kaiser, L., Plappert, M., Tworek, J., Hilton, J., Nakano, R. and Hesse, C., 2021. Training
verifiers to solve math word problems. arXiv preprint arXiv:.2110.14168.
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« HumanEval: Python Coding Tasks

 For LeetCode-style coding problems, we can execute the code and verify whether it
passes all test cases (i.e., pass@k).

def solution(lst):
"""Given a non-empty list of integers, return the sum of all of the odd elements
that are in even positions.

Examples

solution([5, 8, 7, 1]1) ==12
solution([3, 3, 3, 3, 3]) ==9
solution([30, 13, 24, 321]) ==>0

return sum(lst[i] for i in range(0,len(lst)) if i % 2 == 0 and 1st[i] % 2 == 1)

Chen, M., Tworek, J., Jun, H., Yuan, Q., Pinto, H.PD.O., Kaplan, J., Edwards, H., Burda, Y., Joseph, N., Brockman, G. and Ray, A., 2021. Evaluating
large language models trained on code. arXiv preprint arXiv.2107.03374.
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How about open-ended questions like this?

-

Assistant A:

Here are some business etiquette norms to keep

in mind when doing business in Japan:

1. Bowing: Bowing is a common greeting in
Japan. It is a sign of respect and should
be reciprocated.

2. Business cards: Business cards are
exchanged at the beginning of a meeting. It
is important to receive and give business
cards with both hands and to take a moment
to read the card before putting it away.

3. Punctuality: Being on time is important in
Japan. Arrive a few minutes early to show
respect for your colleagues.

4. Dress code: Dress conservatively and
professionally. Men should wear dark suits
and ties, while women should wear
conservative business attire.

5. Language: Learn a few basic Japanese
phrases to show respect for the culture. It
is also important to speak clearly and
avoid using slang or idioms.

6. Gift giving: Gift giving is a common
practice in Japan. Bring a small gift, such
as a box of chocolates or a small souvenir
from your home country.

7. Dining etiquette: When dining with
colleagues, wait for the host to begin
eating before you start. Use chopsticks
correctly and avoid leaving food on your
plate.

Remember, showing respect for Japanese culture
and customs is key to building strong business
relationships in Japan.

Question: What are some business etiquette norms when doing business in Japan?

Assistant B:

When doing business in Japan, it is important to be
aware of and respect the country’s business
etiquette norms. Some of these norms include:

1.

Greetings: A handshake and bow is the standard
greeting in Japan. It is important to bow deeply
and to offer a firm handshake.

Business cards: In Japan, business cards are
exchanged after the initial greeting. It is
important to handle the card with respect and to
read it carefully before placing it on the
table.

Meetings: Meetings in Japan are typically formal
and conducted in a hierarchical manner. It is
important to address people by their titles and
to avoid direct eye contact.

Punctuality: Punctuality is highly valued in
Japan. It is important to arrive on time for
meetings and to be prepared in advance.

Gift giving: Gift giving is a common practice in
Japan, but it is important to be mindful of the
occasion and the relationship. Avoid giving
gifts that are considered too personal or
extravagant.

Dining: Dining is an important part of doing
business in Japan. It is important to be aware
of the proper table manners and to avoid
slurping or making loud noises while eating.
Communication: Communication in Japan is
typically indirect and reserved. It is important
to listen carefully and to avoid confrontational
language.

Overall, it is important to be respectful,
punctual, and mindful of hierarchy when doing
business in Japan.

Zheng, L., Chiang, W.L., Sheng, Y., Zhuang, S., Wu, Z., Zhuang, Y., Lin, Z., Li, Z., Li, D., Xing, E. and Zhang, H., 2024. Judging lim-as-a-judge with mt-
bench and chatbot arena. Advances in Neural Information Processing Systems, 36.
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* Rouge: Count the word overlap between the prediction & ref. answer

Question:
What are the benefits of regular exercise?

[

Prediction (5 words): Reference Answer (6 words):
Exercise improves mood and health. Regular exercise benefits health and mood.

J

Lin, C.Y., 2004, July. Rouge: A package for automatic evaluation of summaries. In Text summarization branches out (pp. 74-81).
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* Rouge: Count the word overlap between the prediction & ref. answer

Question:
What are the benefits of regular exercise?

Prediction (5 words): Reference Answer (6 words):
Exercise improves mood and health. Regular exercise benefits health and mood.

* Rouge-1: “exercise”, “health”, “and”, “mood” overlaps -> Precision: 4/5, Recall: 4/6, F1: 0.727

Lin, C.Y., 2004, July. Rouge: A package for automatic evaluation of summaries. In Text summarization branches out (pp. 74-81).
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* Rouge: Count the word overlap between the prediction & ref. answer

Question:
What are the benefits of regular exercise?

Prediction (5 words): Reference Answer (6 words):
Exercise improves mood and health. Regular exercise benefits health and mood.

7 1]

* Rouge-1: “exercise”, “health”, “and”, “mood” overlaps -> Precision: 4/5, Recall: 4/6, F1: 0.727

* Rouge-2: No overlap! -> Precision: 0/5, Recall: 0/6, F1: 0.0

Lin, C.Y., 2004, July. Rouge: A package for automatic evaluation of summaries. In Text summarization branches out (pp. 74-81).
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* Rouge: Count the word overlap between the prediction & ref. answer

Question:
What are the benefits of regular exercise?

Prediction (5 words): Reference Answer (6 words):
Exercise improves mood and health. Regular exercise benefits health and mood.

7 1]

* Rouge-1: “exercise”, “health”, “and”, “mood” overlaps -> Precision: 4/5, Recall: 4/6, F1: 0.727
* Rouge-2: No overlap! -> Precision: 0/5, Recall: 0/6, F1: 0.0

* Rouge-L: [“exercise”, “mood”] and [“exercise”, “and”] are common subsequences
-> Precision: 2/5, Recall: 2/6, F1: 0.364

Lin, C.Y., 2004, July. Rouge: A package for automatic evaluation of summaries. In Text summarization branches out (pp. 74-81).
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* Rouge: Count the word overlap between the prediction & ref. answer

Question:
What are the benefits of regular exercise?

Prediction (5 words): Reference Answer (6 words):
Exercise improvesimood and health. Regular exercise benefitshealth and mood.

7 1]

* Rouge-1: “exercise”, “health”, “and”, “mood” overlaps -> Precision: 4/5, Recall: 4/6, F1: 0.727

Is this desirable?

 Rouge-L: [“exercise”, “mood”] and [“exercise”, “and”] are common subsequences
-> Precision: 2/5, Recall: 2/6, F1: 0.364

Lin, C.Y., 2004, July. Rouge: A package for automatic evaluation of summaries. In Text summarization branches out (pp. 74-81).
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 BertScore: Calculate the embedding similarity between the prediction &

ref. answer
Contextual Pairwise Cosine Maximum Similarity Importance Weighting
Embedding Similarity (Optional)
Reference aj * the 0.597 0.428 0.408| |1.27
the weather is ) | —:'? | ) weather 40.462 0.3930.515)0.326| | 7.94
| | v
~ < T R(0.635 0.858 1} y 1.82
cold today — 5 ST -t R _(0.713%1.27)4+(0.515X 7.94) + ...
= S cold {0479 0.454f B0 343 |7.90 » KBERT = “ 1577701+ 1.8247.00+8.88
Candidate Q/\j o ~ today 10.347 0.361 0.307 [ 8.88 |nverse
it is freezing today ~ T e O Document Frequency
& <€ weights

&
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Zhang, T., Kishore, V., Wu, F., Weinberger, K.Q. and Artzi, Y., BERTScore: Evaluating Text Generation with BERT. In International Conference on
Learning Representations.



Widely Used Benchmarks and
their Metrics

e (Generation

(f

Assistant A:

Here are some business etiquette norms to keep

in mind when doing business in Japan:

1. Bowing: Bowing is a common greeting in
Japan. It is a sign of respect and should
be reciprocated.

2. Business cards: Business cards are
exchanged at the beginning of a meeting. It
is important to receive and give business
cards with both hands and to take a moment
to read the card before putting it away.

3. Punctuality: Being on time is important in
Japan. Arrive a few minutes early to show
respect for your colleagues.

4. Dress code: Dress conservatively and
professionally. Men should wear dark suits
and ties, while women should wear
conservative business attire.

5. Language: Learn a few basic Japanese
phrases to show respect for the culture. It
is also important to speak clearly and
avoid using slang or idioms.

6. Gift giving: Gift giving is a common
practice in Japan. Bring a small gift, such
as a box of chocolates or a small souvenir
from your home country.

7. Dining etiquette: When dining with
colleagues, wait for the host to begin
eating before you start. Use chopsticks
correctly and avoid leaving food on your
plate.

Remember, showing respect for Japanese culture
and customs is key to building strong business
relationships in Japan.

Question: What are some business etiquette norms when doing business in Japan?

Assistant B:

When doing business in Japan, it is important to be
aware of and respect the country’s business
etiquette norms. Some of these norms include:

1.

Greetings: A handshake and bow is the standard
greeting in Japan. It is important to bow deeply
and to offer a firm handshake.

Business cards: In Japan, business cards are
exchanged after the initial greeting. It is
important to handle the card with respect and to
read it carefully before placing it on the
table.

Meetings: Meetings in Japan are typically formal
and conducted in a hierarchical manner. It is
important to address people by their titles and
to avoid direct eye contact.

Punctuality: Punctuality is highly valued in
Japan. It is important to arrive on time for
meetings and to be prepared in advance.

Gift giving: Gift giving is a common practice in
Japan, but it is important to be mindful of the
occasion and the relationship. Avoid giving
gifts that are considered too personal or
extravagant.

Dining: Dining is an important part of doing
business in Japan. It is important to be aware
of the proper table manners and to avoid
slurping or making loud noises while eating.
Communication: Communication in Japan is
typically indirect and reserved. It is important
to listen carefully and to avoid confrontational
language.

Overall, it is important to be respectful,
punctual, and mindful of hierarchy when doing
business in Japan.

 LLM-as-a-Judge: Prompt a LM to provide a judgment (e.g., “3 out of 57,
)

GPT-4 Judgment (when A is placed in the first position):

Both Assistant A and Assistant B provide helpful and relevant information about business etiquette
norms in Japan. However, Assistant A’s answer is more detailed and organized, covering a wider range
of topics such as dress code and language, which are not mentioned in Assistant B’s response.
Assistant A also provides more specific advice on how to handle certain situations, such as
exchanging business cards and dining etiquette. Therefore, Assistant A’s answer is more comprehensive
and useful for someone looking to understand Japanese business etiquette.

GPT-4 Judgment (when B is placed in the first position):

Both Assistant A and Assistant B provide helpful and relevant information about business etiquette
norms in Japan. However, Assistant B’s answer is more detailed and covers a wider range of topics,
such as addressing people by their titles, avoiding direct eye contact, and being mindful of
communication styles. Assistant A’s answer is more concise but lacks some of the depth found in
Assistant B’s response. Therefore, Assistant B’s answer is better in this case.

Zheng, L., Chiang, W.L., Sheng, Y., Zhuang, S., Wu, Z., Zhuang, Y., Lin, Z., Li, Z., Li, D., Xing, E. and Zhang, H., 2024. Judging lim-as-a-judge with mt-
bench and chatbot arena. Advances in Neural Information Processing Systems, 36.
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 LLM-as-a-Judge: Prompt a LM to provide a judgment (e.g., “3 out of 57,

“Ais better than B”).

 We can decide the evaluation criteria when assessing the response!

Containerization in software is similar to putting items in
a box. It involves packaging your software and all its
components into a container. Docker is a tool that
facilitates this process. It helps to encapsulate the
software into containers and simplifies their use. [...]

Response
A

( ({instruction | ]

What is the meaning and significance of 'Containerization’ in software development, and what role does Docker play in it?

Containerization in software development refers to the
process of packaging up an application along with all its
related configuration files, libraries, and dependencies
required to run, into a standalone unit or a ‘container’. [...]

Response
B

Both responses attempt to convey the fundamental concept of containerization,

but with varying degrees of clarity and technical detail. Response A approaches

the concept by using the metaphor of 'putting things in a box," which, while easy
to understand, lacks precision and industry-specific [...]

On the other hand, Response B employs technical jargon more effectively,
such as 'packaging,' 'configuration files,' 'libraries,' and 'dependencies.’

It can be concluded that Response B is better than Response A.

[Scoring Decision]

y,
- { } o N+ AT n Direct Assessmen ~N
i [ Evaluation Criteria ] 1
.......................................... Y. B
Vs + Does the response accurately employ + Does the response use simple language and
+ specific industry terminologies and jargon? rexplanations that are easy to understand for a beginner?:
[ Verbal Feedback J [ Verbal Feedback ]

\ 7 J

The response effectively uses simple and accessible language to explain
containerization and Docker, which is great for beginners. The analogy of putting
things in a box is particularly helpful as it visually illustrates the concept of [...]

However, the response could be improved by briefly mentioning why
containerization is significant, such as its benefits in ensuring that software runs
consistently across different computing environments. It loses a point for not fully
addressing the significance of containerization in the broader context of software
development, which could provide valuable insight for the reader.

[Scoring Decision]

J"u
k]
< [4

"
[t}
(N J

Kim, S., Suk, J., Longpre, S., Lin, B.Y., Shin, J., Welleck, S., Neubig, G., Lee, M., Lee, K. and Seo, M., 2024. Prometheus 2: An open source language

model specialized in evaluating other language models. arXiv preprint arXiv.2405.01535.



Widely Used Benchmarks and
their Metrics

e (Generation

 AlpacaEval: Calculate the win-rate against a reference model on open-
ended generation tasks
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Dubois, Y., Liang, P and Hashimoto, T., 2024. Length-controlled alpacaeval: A simple debiasing of automatic evaluators. In First Conference on
L anguage Modeling.
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« LMSys Chatbot Arena: Ask humans to vote which response is better

& Chat now!

®_ Expand to see the descriptions of 89 models

their Metrics

© Model A & Model B Rankx Rank M
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Recommend some places to visit at Pittsburgh!

Pittsburgh, known as the "Steel City" and the
"City of Bridges," is a vibrant destination with a
mix of history, culture, outdoor activities, and
modern attractions. Here are some top
recommendations for places to visit in
Pittsburgh:

1. Cultural and Historical Attractions

The Carnegie Museums of Pittsburgh

Carnegie Museum of Art: Features an
impressive collection of American and European
art, including works by Van Gogh and Monet.

Carnegie Museum of Natural History: Famous
for its dinosaur exhibits, gems, and interactive

™ Ais better & B is better

Recommend some places to visit at Pittsburgh!

Pittsburgh, Pennsylvania, is a vibrant city with a
rich history and a variety of attractions. Here are

some recommendations for places to visit:

1. Phipps Conservatory and Botanical Gardens:
A beautiful glasshouse and gardens filled with
exotic plants and flowers. It's a great place to

relax and enjoy nature.

2. Carnegie Museum of Natural History: Home to
an impressive collection of dinosaur fossils,

minerals, and other natural history exhibits.

3. The Andy Warhol Museum: Dedicated to the
life and art of Andy Warhol, this museum is a
must-visit for art lovers. It's one of the four

Carnegie Museums of Pittsburgh.

4. Heinz History Center: Affiliated with the

Smithsonian Institution. this museum tells the

» Tie "¢ Both are bad

httos://Imarena.ai/
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Topics not covered In the
lecture

e FEvaluation of specific NLP tasks (e.g., Text retrieval)
e FEvaluation of specific behaviors (e.g., Safety)

* Limitation of LLM-as-a-Judge or human-voting methods



Questions?



