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Recap
• Classification, language modeling, sequence 

architectures 

• So far: 

• Train from scratch 

• 1 model, 1 task 

• Today: 

• Pretrain a single model, adapt it to many tasks



Basic idea

Data Pre-train Base 
Model

Adapt
Sentiment analysis

Translation

Dialogue

Instruction following

Problem solving

…



Adaptation: prompting

Base 
Model

TranslationPrompt

Example: 
“Translate this sentence into English:  

この映画が嫌い”

+

Prompt

Prompt

Prompt

Sentiment analysis

Instruction following

Problem solving

…

[Lecture 7]



Adaptation: fine-tune

Base 
Model

Task 
Data

Fine-tune
Translation

Fine-tuned 
Model

Instruction following

Fine-tuned 
Model

…
Example:  

(Japanese, English)  
paired sentences

+

[Lecture 8]



OLMO 3 [AI2 Dec 2025]



Why pre-train?
• Transfer learning: take “knowledge” from one task 

and apply it to another task 

• Less task data: use less data to reach a given 
level of performance 

• Better task performance: reach higher 
performance than training from scratch 

• One model, multiple tasks: convenient, 
amortizes cost, a starting point for many uses, …



Major factors

• Pre-trained models have names like BERT, GPT-3, 
Llama, Deepseek-v3, … 

• Each model is influenced by 4 major factors: 
• Architecture: neural network architecture 
• Task: what the model predicts (e.g. next-token) 
• Data: the data used to train the model 
• Hyper-parameters: e.g. learning rate, batch size



Today’s lecture
• Tasks 

• Masked language modeling objective 

• Autoregressive language modeling objective 

• Data: sources, quality, and quantity 

• Thinking about pretraining [next lecture] 

• Tokens, model size, compute 

• Scaling laws 

• [Extra topic]: Adam optimizer



Masked Language Modeling
• Predict masked tokens  given visible tokens  

 

• View as denoising: corrupt   reconstruct  

• Maximizes pseudo-likelihood

xM x¬M

ℒMLM(θ; D) = −
1

|D | ∑
x∈D

𝔼M∼corrupt(x) ∑
t∈M

log pθ(xt |x¬M)

x → x

The cat [M] on [M] mat sat the



Example: BERT 
(Devlin et al. 2018)

• Architecture: Transformer 
 
 
 
 
 
 

• Data: BooksCorpus + English Wikipedia 
• Task: Masked language modeling



Example: BERT 
(Devlin et al. 2018)

Choose 15% of token positions at random 

• 80%: substitute input token with [MASK] 

• 10%: substitute input token with random token 

• 10%: no change

MASK MASK



Adapting a masked language model

• Add an output layer that maps a 
hidden vector to scores 

• Fine-tune the weights (either just W, 
or all weights). Example: 

• Data: (movie review, {positive, 
neutral, negative}) 

• Initialize the model with BERT 

• Minimize cross-entropy loss with 
gradient-based optimization

softmax

W



Adapting a masked language model

(Devlin et al. 2018)



Today’s lecture

• Tasks 

• Masked language modeling 

• Autoregressive language modeling



Autoregressive language modeling
• Predict next token  given previous tokens  

 

 

• Maximizes likelihood 

• Fits a data distribution  

• Learns to compress data generated by 

xt x<t

ℒMLE(θ; D) = −
1

|D | ∑
x∈D

|x|

∑
t=1

log pθ(xt |x<t)

p*

p*

The cat sat



min
θ

DKL(p* | |pθ) = min
θ

− ∑
x∈𝒳

p*(x)log
pθ(x)
p*(x)

≡ min
θ

− ∑
x∈𝒳

p*(x)log pθ(x) + const

= min
θ

− 𝔼x∼p*
log pθ(x)

≈ min
θ

−
1

|D | ∑
x∈D

log pθ(x)

≡ max
θ ∑

x∈D

log pθ(x)

Maximum likelihood: fits a data distribution

• Makes  match the data distribution pθ p*

Dataset: 
samples from p*

Maximum 
likelihood!



• Makes  match the data distribution pθ p*

min
θ

DKL(p* | |pθ) = min
θ

− ∑
x∈𝒳

p*(x)log
pθ(x)
p*(x)

≡ min
θ

− ∑
x∈𝒳

p*(x)log pθ(x) + ∑
x∈𝒳

p*(x)log p*(x)

= min
θ

− 𝔼x∼p*
log pθ(x)

≈ min
θ

−
1

|D | ∑
x∈D

log pθ(x)

≡ max
θ ∑

x∈D

log pθ(x)

Maximum likelihood: fits a data distribution

CE = Entropy
When pθ = p*

CE = KL + Entropy



Maximum likelihood: learns to compress
• Goal: compress data from a distribution  into a binary code,  

• Arithmetic coding turns a distribution  into a code  

• Minimum expected code length is the entropy  
[Shannon 1948]:  

               

• When we use a model , the expected code length is the cross-entropy: 

           

           

To achieve the minimum expected code length , minimize KL divergence via MLE

p* c(x1:n) → {0,1}*

p c( ⋅ )

H(p*) = 𝔼x∼p*
[ −

N

∑
i=1

log2 p*(xi |x<i)]

pθ

H(p*, pθ) = 𝔼x∼p[ −
N

∑
i=1

log2 pθ(xi |x<i)]

H(p*, pθ) = H(p*) + KL(p*∥pθ)

H(p*)

Figure:  [Deletang et al  2024]



Key factors

• Things we can change: 

• : model architecture and size 

• : training data 

• Optimization hyper-parameters, e.g. learning rate, batch size

θ

D

ℒMLE(θ; D) = − 𝔼x∼D

|x|

∑
t=1

log pθ(xt |x<t)



Example: GPT-2

• Model: Transformer (1.5B) 

• Data: WebText (millions of web pages)

[OpenAI 2019]



Example: Llama
• Model: Transformer, {6.7B, 13B, 32B, 65B} 

• Data: 1.4 trillion tokens, sources:



Llama: training loss



Evaluating a model
• Loss (training, validation, test) 

• Diagnose training trajectory, compare models in 
the same family 

• Few-shot prompting 

• Fine-tuning



Llama: few-shot performance trajectory



How to choose evaluation tasks?

• Cluster into categories 

• Tasks are in the same 
category if they tend to 
rank models in a similar 
way 

• Separate into tasks that: 

• Give good signal at a 
small scale 

• Downstream metrics

code math MCFIM QA

[AI2 2025]



Practical tools: HuggingFace

https://github.com/cmu-l3/anlp-spring2026-code/blob/main/
06_pretraining/pretraining.ipynb 

https://github.com/cmu-l3/anlp-spring2026-code/blob/main/06_pretraining/pretraining.ipynb
https://github.com/cmu-l3/anlp-spring2026-code/blob/main/06_pretraining/pretraining.ipynb


Today’s lecture

• Tasks 

• Data: sources, quality, and quantity



More data

Better  
Loss



Data factors

• Quantity: How much data do I have? 

• Quality: Is it beneficial for training? 

• Coverage: Does the data cover the domain(s) I 
care about, and in the right proportions?



Data quantities
Tokens of training data

Llama 1 1.4 trillion

Llama 2 1.8 trillion

Llama 3 15 trillion

Deepseek 3 15 trillion

Wikipedia: < 10 billion



Web data: common crawl
• Large snapshots of web pages. 

• Extraction: HTML to text 

• Filtering: filter out unwanted pages 

• Deduplication: many duplicate web pages

Extraction Filtering Dedup
Data



Quality: Extraction
• Extraction: HTML to text 

• Remove boilerplate 

• Retain Latex, code, etc.

Paster et al 2023

Custom 
Extraction

CommonCrawl  
Default

Penedo et al 2024

https://arxiv.org/pdf/2310.06786
https://arxiv.org/pdf/2406.17557


Quality: Filtering
• Filter out unwanted text 

• Language filter 

• Repetitions 

• Too many short lines 

• …
Penedo et al 2024

https://arxiv.org/pdf/2406.17557


Quality: Deduplication
• Remove duplicate content 

• Fuzzy strategy: minhash 

• Too much deduplication 
can be harmful 

• [Penedo et al 2024]: 
Deduplicate per-snapshot 
rather than globally

Penedo et al 2024

https://arxiv.org/pdf/2406.17557


Example (Dolma)

https://github.com/cmu-l3/anlp-spring2026-code/blob/main/
06_pretraining/pretraining.ipynb 

https://github.com/cmu-l3/anlp-spring2026-code/blob/main/06_pretraining/pretraining.ipynb
https://github.com/cmu-l3/anlp-spring2026-code/blob/main/06_pretraining/pretraining.ipynb


Data factors

• Quantity: How much data do I have? 

• Quality: Is it beneficial for training? 

• Coverage: Does the data cover the domain(s) I 
care about, and in the right proportions?



Coverage
• The data determines the data distribution 

• And hence the model,  

• Web data  math data 

• Web data  educational data 

• Web data  code data 

• …

pθ ≈ pdata

≠

≠

≠



Approach: classifier filtering
• Train a classifier to detect desired data 

• Use it to filter out undesired data

Classifier



Approach: classifier filtering
• Example: OpenWebMath [Paster et al 2023] 

• MathScore classifier detects math content



Approach: classifier filtering
• Example: OpenWebMath [Paster et al 2023] 

• MathScore classifier detects math content

https://huggingface.co/datasets/open-web-math/open-web-math 

https://huggingface.co/datasets/open-web-math/open-web-math


Approach: classifier filtering
• Example: OpenWebMath [Paster et al 2023]

https://huggingface.co/datasets/open-web-math/open-web-math 

https://huggingface.co/datasets/open-web-math/open-web-math


Approach: classifier filtering
• Example: FineWeb-Edu [Penedo et al 2024] 

• Classifier to classify pages as “educational”

(page, label) 
data

Fast classifier

TrainPrompted 
Language 

Model

~500k pages

(page, label) 
data

FineWeb-Edu  
(1.4 Trillion tokens)

Fast classifier

Filter

FineWeb Dataset 
(15 Trillion tokens)



Approach: classifier filtering
• Example: FineWeb-Edu [Penedo et al 2024]



Mixtures
• In practice, training data is a mixture of 

different sources



How to choose the mixture?
• Classify documents into topics and quality levels 

• Train many small models, each with a different mixture 
over topics 

• For each evaluation task, fit a regression model f(mixture) 
-> task performance 

• Solve for mixture that minimizes average task performance 
subject to constraints (token budget, maximum repeats) 

• Favor high-quality documents when upsampling

[AI2 2025]



How to choose the mixture?
[AI2 2025]



Recap
• Web data: large quantities of data 

• Extract, filter, deduplicate to improve quality 

• Filter to cover desired domain(s) 

• Mix together web data and other sources to 
make a pre-training dataset



Example: Dolma 3 [AI2 2025]



Recent examples
Year Domain Tokens

FineWeb 2024 Web 15 trillion

RedPajama v2 2024 Web 30 trillion

Dolma 2024 Mix 3 trillion

OLMO2 Mix 2025 Mix 4 trillion

DOLMA 3 2025 Mix 6 trillion

OpenWebMath 2023 Math web pages 15 billion

AlgebraicStack 2023 Math code 11 billion

FineWeb-Edu 2024 Educational 
(middle-school)

1.4 trillion



OLMO 3 example 
[AI2 Dec 2025]

5.9T 100B 50B



Today’s lecture

• Tasks 

• Data 

• Thinking about pretraining [next lecture] 

• Tokens, model size, compute 

• Scaling laws 

• Today: Adam optimizer



Optimizer: Adam
• Most standard optimization option in NLP and beyond 

• Each parameter has an adaptive learning rate 
• Incorporates 2 key ideas: momentum and RMSProp



Optimizer: Adam
• Momentum 

 

 

Intuition: reduces oscillations 

•  , i.e. per-parameter adjustment 

• Running estimate of 

θt+1 = θt − αmt

mt = β1mt−1 + (1 − β1)∇θ

mt ∈ ℝ|θ|

𝔼[∇θ]

source

https://datascience.stackexchange.com/questions/84167/what-is-momentum-in-neural-network


Optimizer: Adam
• RMSProp 

 

 

•  is per-parameter 

• Normalizes the update magnitude 

•  large: update gets smaller 

•  small: update gets larger 

• Running estimate of 

θt+1 = θt −
αt

vt + ϵ
∇θ

vt = β2vt−1 + (1 − β2)(∇θ)2

v

(∇θ[i, j])2

(∇θ[i, j])2

𝔼[(∇θ)2]



• Final update

Optimizer: Adam
• Running estimate of  

 

• Running estimate of  

𝔼[∇θ]
mt = β1mt−1 + (1 − β1)∇θ

𝔼[(∇θ)2]
vt = β2vt−1 + (1 − β2)(∇θ)2

• Correction of early bias

m̂t =
mt

1� (�1)t
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Thank you


