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Recap: Pre-training
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Recap: prompting

Base 
Model

TranslationPrompt

Example: 
“Translate this sentence into English:  

この映画が嫌い”

+
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Prompt
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Instruction following
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…
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Today: fine-tuning

Base 
Model
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Data

Fine-tune
Translation

Fine-tuned 
Model

Instruction following

Fine-tuned 
Model

…
Example:  

(Japanese, English)  
paired sentences

+



Today’s lecture

• Fine-tuning basics 

• Instruction tuning 

• Knowledge distillation



Fine-tuning

• Fine-tuning: continued gradient-based training of 
a pre-trained model 

• Given pre-trained parameters  and data 
, solve: 

 

+ techniques to prevent overfitting (e.g., regularization, dropout) 

“Supervised fine-tuning (SFT)”

θ0
D = {(x, y)n}N

n=1

θ* = argminθ𝔼(x,y)∼D [ℒ( fθ(x), y)]



Example: classification
• Given: A sequence model 

 

• : pre-trained weights 

• Data  

• : input text 

•  class label 

• Add output head to last hidden state 

•  

•  

• Loss: cross-entropy loss ( ) 

• By default, update all parameters 

fθ0
(x1, …, xT) → h1, …, hT

θ0

D = {(x, y)n}N
n=1

x

y ∈ {1,2,…, K}

pθ(y |x) = softmax(Wh + b)

W ∈ ℝK×d, h ∈ ℝd, b ∈ ℝK

−log pθ(y |x)

θ = (θ0, W, b)

fθ0

x1 x2 x3 x4

h1 h2 h3 h4W
softmax

(             ,        )ℒ

I love AN_ LP

positive



Code example



Language model fine-tuning
• Given: A language model 

 

• Data  

• : input text 

• : output text 

• Loss: cross-entropy loss 

pθ0
(y |x)

D = {(x, y)n}N
n=1

x

y

ℒMLE = −
T

∑
t=1

log pθ(yt |x, y<t)

pθ

a b c cba[start] [sep] [end]

c ba[end]



Code example



Library code example

https://github.com/huggingface/transformers/blob/main/examples/pytorch/language-
modeling/run_clm_no_trainer.py 

https://github.com/huggingface/transformers/blob/main/examples/pytorch/language-modeling/run_clm_no_trainer.py
https://github.com/huggingface/transformers/blob/main/examples/pytorch/language-modeling/run_clm_no_trainer.py


Should I fine-tune all parameters?

• Option 1: Update only the output head ( ) 

• Cheap: only  parameters 

• Assumes that the pre-trained representations are good, e.g. linearly separate the labels 

• Option 2: Update all parameters 

• Expensive:  parameters (e.g., 1M, 1B, 100B, …) 

• Changes the representations 

• May lead to overfitting 

• Option 3: Update a small number of parameters inside the model 

• Cheaper:  parameters 

• Can change the representations 

• “Parameter-efficient fine-tuning (PEFT)” methods

W, b

K × d + K

|θ |

< < |θ |



Example: Low-Rank Adaptation (LoRA) 
[Hu et al 2021]

• Given weights , introduce new 
weights A, B: 

 

where , ,  

• Only update  and  during fine-tuning. 

• After fine-tuning, simply use the weight matrix 

W0 ∈ ℝd×d′￼

W0 + BA⏟
ΔW

B ∈ ℝd×r A ∈ ℝr×d′￼ r ≪ min(d, k)

B A

W = W0 + ΔW

W0
A

B

W0 + ΔW

+

• Scale  by  

• Apply to  and  in the attention layers

ΔW
α
r

Wq Wv



Effects of fine-tuning
• Starting from a pre-trained model is data-efficient

Howard & Ruder 2018 

https://arxiv.org/pdf/1801.06146


Effects of fine-tuning

• “Narrows” the distribution 

• Pre-training: minimize  

• Fine-tuning: minimize   

• Typically the pretraining data will cover a wider 
distribution than the fine-tuning data

DKL(pdata, pθ)

DKL(pdata finetune, pθ; p0)



Effects of fine-tuning
• Example symptoms: 

• Summarization model doesn’t work well on translation 

• Model trained with specific formatting requires the 
formatting 

• Model can’t few-shot learn well after fine-tuning …



Example data
X Y

Article (paper) Abstract

https://huggingface.co/datasets/armanc/scientific_papers 

Training set: 300,000+ examples

https://huggingface.co/datasets/armanc/scientific_papers


Example data
X Y

Article (paper) Abstract

https://huggingface.co/datasets/hendrycks/competition_math 

Training set: 7,500 examples

Problem Solution

https://huggingface.co/datasets/hendrycks/competition_math


Example data
X Y

Article (paper) Abstract

https://huggingface.co/datasets/Open-Orca/OpenOrca 

Problem Solution

Training set: 2,910,000 examples

Prompt Response

https://huggingface.co/datasets/Open-Orca/OpenOrca


Today’s lecture

• Fine-tuning basics 

• Instruction tuning

• Chat tuning



• Fine-tune a model to perform multiple tasks 

• Insight: use (instruction + input, output) data

Basic idea

X Y

Translate this sentence into 
English: 

元気ですか。
How are you?

I want to solve this problem, 
can you help? 

2 + 3 = ? 

Let’s think step-by-
step. 2 + 3 = 5.

… …



• Instructions: template, human, model-generated 

• Input: dataset, human, model-generated 

• Output: dataset, human, model-generated 

• Domain: general, code, math, chat, …

Variations
X Y

Translate this sentence into 
English: 

元気ですか。
How are you?



• 62 NLP datasets 

• Instructions: templates 

• Input: from dataset 

• Output: from dataset

Example: FLAN [Wei et al 2021]



• Key finding: model can generalize to unseen tasks

Example: FLAN [Wei et al 2021]



• 1,600 tasks 

• Instructions: crowdsourced 

• Input: crowdsourced 

• Output: crowdsourced

Example: SuperNaturalInstructions  
[Mishra et al 2021, Wang & Mishra et al 2022]



• 50,000+ instructions 

• Instructions: model 

• Input: model 

• Output: model

Example: Self-Instruct 
[Mishra et al 2021, Wang & Mishra et al 2022]

Seed 
Dataset …

Prompt 
a model

Language model

Generate 
new data

…



• 50,000+ instructions 

• Instructions: model 

• Input: model 

• Output: model

Example: Self-Instruct 
[Mishra et al 2021, Wang & Mishra et al 2022]



• Finetune on (instruction, input, output) examples 

• Get data from humans or model generations 

• Resulting model can perform many tasks  

• Lots of followup work on instruction-tuning data for 
certain domains: general, code, math, chat, …

Recap: instruction tuning



Chat tuning
• Ultimately, format a chat as a sequence of tokens 

• System prompt 

• [user, assistant, user, assistant, …] 

• “Instruction+input” are implicitly in the conversation

System

User
Assistant

Lecture 7



Chat tuning | system prompts
• Example: OpenOrca

System messages: 16 hand-written Outputs: from GPT-4

https://huggingface.co/datasets/Open-Orca/OpenOrca 

https://huggingface.co/datasets/Open-Orca/OpenOrca


Chat tuning | multi-turn
• Example: LMSys-1M 

https://huggingface.co/datasets/lmsys/lmsys-chat-1m 

Data source: online LLM service hosted by Berkeley/Stanford

https://huggingface.co/datasets/lmsys/lmsys-chat-1m


Today’s lecture

• Fine-tuning basics 

• Instruction tuning 

• Knowledge distillation



Knowledge distillation

• Several methods we discussed use a good model 
(e.g., GPT-4) to generate data for another model 

• Instance of knowledge distillation [Hinton et al 2015]

Teacher 
 

(e.g., large language model)

Student 
(e.g., a small 

language model)

Distill



Token-level knowledge distillation  
[Hinton et al 2015]

• Train student to mimic 
teacher’s token 
distributions 
 

Teacher q

元気ですか。How    are …

Student pθ

元気ですか。 How are …

Distillation loss  
(cross entropy)

− ∑
yt∈V

q(yt |y<t, x)log pθ(yt |y<t, x)

X Y X Y 



Token-level knowledge distillation  
[Hinton et al 2015]

• Minimizes KL between teacher and student: 
 

 min
θ

KL (q(y |x)∥pθ(y |x))

≡ min
θ

𝔼y∼q(y|x) ∑
t

∑
yt∈V

− q(yt |y<t, x)log pθ(yt |y<t, x)

“Soft labels”



Sequence-level knowledge distillation  
[Kim & Rush 2016]

• Generate with a teacher model 

• Student model fine-tunes on the generated data

Example: DeepSeek-R1-Distill-Qwen-7B

Teacher qPrompt 1
Prompt 2…

Response 1
Response 2

…

Generate

Student pθ
(Prompt, Response)  

dataset 
Fine-tune

https://huggingface.co/deepseek-ai/DeepSeek-R1-Distill-Qwen-7B


Sequence-level knowledge distillation  
[Kim & Rush 2016]

• Also minimizes KL between teacher and student: 
 

 min
θ

KL (q(y |x)∥pθ(y |x))
≡ min

θ
𝔼y∼q(y|x) [−log pθ(y |x)]
Teacher  

generations



Sequence-level knowledge distillation 

•  [West et al 2022]: the teacher can be an 
“augmented” language model, e.g. 
 
                     

• In principle, if the augmented teacher is better than 
, then the student can become better than 
 through distillation 

q ∝ pLLM(y |x) ⋅ A(x, y)

pLLM
pLLM

E.g. a classifier, verifier

https://aclanthology.org/2022.naacl-main.341.pdf


Recap
• Fine-tuning basics 

• Adjust a model’s parameters using data 

• PEFT: only update a small number of parameters 

• Instruction tuning 

• Format data so that a model learns to do multiple tasks 

• Knowledge distillation 

• Data can come from various teachers (human, model)



Thank you


