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Example: AI2 Molmo interface



Example: web agents (future Agents lecture!)  



Example: computer-use agents (future Agents lecture!)  



Example: mathematical reasoning [MathVista, Lu et al 2024] 
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Today’s lecture

• Vision architecture basics 

• ViT [Dosovitskiy et al 2020] 

• Learning image representations 

• CLIP [Radford et al 2021] 

• Combining with a language model 

• Llava [Liu et al 2023]
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Key problem: representing images

• We represent text as a sequence of 
vectors (token embeddings) 

• We want to also represent an image 
as a sequence of vectors 

•  

• Need: 

• Neural network architecture 

• Algorithm for learning good vectors

fenc(ximage) → z1, …, zL



Vision Transformer (ViT)
• Idea: divide an image into patches, flatten the 

patches into vectors, use a standard transformer



Vision Transformer (ViT)

•  
 

•  
 

•  

•  

ximage ∈ ℝH×W×C

xp ∈ ℝN×(P2⋅C)

x ∈ ℝN×D

x = Wxp
We ∈ ℝD×(P2⋅C)

120 x 120 x 3
Patch: 40 x 40

⟹ xp ∈ ℝ9×4800

“Patch embeddings”
+ position embeddings

                       

patches

N =
(120)(120)
(40)(40)

= 9

 
            = 4800
P2 ⋅ C = (40)(40)(3)

W ∈ ℝ1024×4800

⟹ x ∈ ℝ9×1024



Vision Transformer (ViT)

• The transformer transforms 
the patch embeddings into 
vector representations 

 

• We can train the model to 
perform a task such as 
classification

z1, …, zN

output

Apple 
Bird 
Car 
…



Vision Transformer (ViT)

Performance versus pre-training compute for different architectures



Vision Transformer (ViT)

 
Reshape rows into P x P, visualize principal components

x = Wxp, We ∈ ℝD×(P2⋅C)



Vision Transformer (ViT)

Cosine similarity between the position embedding of the patch with the 
indicated row and column and the position embeddings of all other patches



Vision Transformer (ViT)

Can attend to regions that are salient for the task (here classification)



Vision Transformer (ViT)

Early layers either attend to large regions or narrow regions; later layers 
generally attend to larger regions



Code example

https://github.com/cmu-l3/anlp-spring2026-code 

https://github.com/cmu-l3/anlp-spring2026-code
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Today’s lecture

• Vision architecture basics 

• ViT 

• Learning image representations

• CLIP 

• Combining with a language model 

• Llava



Learning image representations

Foundations of Computer Vision, Torralba et al  

https://visionbook.mit.edu/generative_modeling_and_rep_learning.html


Contrastive Language-Image 
Pre-training (CLIP)

Goal: pre-training objective for learning image representations 

• Learn from text 

• At the time, models were pre-trained on classification: the only 
textual supervision was from the class label. 

• A textual description of an image provides much more information 
than one class label. 

• Scalable 

• At the time, image pre-training was largely limited to hand labeled 
data.  

• Want to have the property of improving by adding more compute.



CLIP
• Idea: learn image and text representations jointly in a shared 

embedding space 

• Learn an image encoder  

• Learn a text encoder  

• The representations for a paired image and its text should 
be close together.  

• The representations for an unpaired image and text should 
be far apart. 

• Apply the method over a large dataset of (image, text) pairs

fI(x) → zI

fT(y) → zT



CLIP

• Data: pairs of (image, text) 

• E.g. 400 million web images 
with their text descriptions 

• Image encoder  

• E.g. vision transformer 

• Text encoder  

• E.g. transformer

fI(x) → zI

fT(y) → zT



CLIP
• Basic idea: Given N (image, text) pairs, classify 

which image is paired with which text



CLIP

 L((x1, y1), …, (xN, yN)) =

−
1
2

N

∑
n=1

log
exp (fI(xn)⊤ fT(yn))

∑j exp (fI(xj)⊤ fT(yn))
+ log

exp (fI(xn)⊤ fT(yn))
∑j exp (fI(xn)⊤ fT(yj))

Each term is a cross-entropy loss, where  
and  puts all of its mass on the correct pair

pθ ∝ fI(x)⊤ fT(y)
p*

Push up dot product  
of the correct pair

Push down dot product  
of other pairs

Softmax over images Softmax over text



CLIP



CLIP
• Example “zero-shot” usage



CLIP



CLIP

Zero-shot performance scaling as a function of  
pre-training compute



Code example

https://github.com/cmu-l3/anlp-fall2025-code 

https://github.com/cmu-l3/anlp-fall2025-code
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Today’s lecture

• Vision architecture basics 

• ViT 

• Learning image representations 

• CLIP 

• Combining with a language 
model

• Llava



Llava

• ‘Image tokens’: 

• Get sequence of vectors 
from the pretrained CLIP ViT 

• Text tokens: same as usual



Llava



General pipeline
• Image preprocessing 

• E.g. split into patches and vectorize 

• Image encoding 

• E.g. use a pre-existing encoding model (e.g., CLIP, get the ViT vectors 
from the last layer) 

• Provide the encodings to a LLM 

• E.g. linearly transform the vectors to be the model’s embedding 
dimension 

• Train/fine-tune on data that has text and images 

• For image positions, skip the loss



Example: MOLMO (AI2)



Example: MOLMO (AI2)
• Image preprocessing



Example: MOLMO (AI2)

• Image encoding: CLIP ViT-L/14 336px 

• 336 x 336 image 

• 14 x 14 patches 

• => 24 x 24 grid 

• Pool together each 2x2 
patch subset then transform  
to the LLM’s embedding dimension 

• => 12 x 12 vectors  

• Do the above for 1 full image and 12 crops



Example: MOLMO (AI2)

• Data



Example: MOLMO (AI2)



Example: MOLMO (AI2)



Example: MOLMO (AI2)



Example: MOLMO (AI2)



Example: PaliGemma (Google)



Example: PaliGemma (Google)

Updating both the image encoder and the LM was best 



Example: PaliGemma (Google)

What if we got rid of the image encoder?
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Today’s lecture

• Vision architecture basics 

• ViT 

• Learning image representations 

• CLIP 

• Combining with a language model 

• Llava



Text

Model

Text

Text

Model

Text

Image

Multi-to-textText-to-text

Text

Model

Text

Image

Image

Multi-to-multi
Text

Model

Text

Image

Multi-to-image

Next 2 
Lectures



Thank you


